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EDITOR’S LETTER

OVERCOME FEAR OF ETHERNET ON AN FPGA

As its name suggests, the appeal of an FPGA is that it is fully programmable. 

Instead of writing software, you design hardware blocks to quickly do what’s 

required of a digital design. This also enables you to reprogram an FPGA 

product in the field to fix problems “on the fly.” 

But what if “you” are an individual electronics DIYer rather than an 

industrial designer? DIYers can find FPGAs daunting.

This Circuit Cellar issue should offer reassurance, at least on the topic of 

“UDP Streaming on an FPGA.” That’s the focus of Steffen Mauch’s article for 

our Programmable Logic issue (p. 20).

Ethernet on an FPGA has several applications. For example, it can be used 

to stream measured signals to a computer for analysis or to connect a camera 

(via Camera Link) to an FPGA to transmit images to a computer.

Nonetheless, Mauch says, “most novices who start to develop FPGA 

solutions are afraid to use Ethernet or DDR-SDRAM on their boards because 

they fear the resulting complexity.” Also, DIYers don’t have the necessary IP 

core licenses, which are costly and often carry restrictions.

 Mauch’s UDP monitor project avoids such costs and restrictions by using 

a free implementation of an Ethernet-streaming device based on a Xilinx 

Spartan-6 LX FPGA. His article explains how to use OpenCores’s open-source 

tri-mode MAC implementation and stream UDP packets with VHDL over 

Ethernet. 

Mauch is not the only writer offering insights into FPGAs. For more 

advanced FPGA enthusiasts, columnist Colin O’Flynn discusses hardware co-

simulation (HCS), which enables the software simulation of a design to be 

offloaded to an FPGA. This approach significantly shortens the time needed 

for adequate simulation of a new product and ensures that a design is actually 

working in hardware (p. 52).

This Circuit Cellar issue offers a number of interesting topics in addition 

to programmable logic. For example, you’ll 

find a comprehensive overview of the latest 

in memory technologies, advice on choosing 

a flash file system for your embedded Linux 

system, a comparison of amplifier classes, 

and much more.

 
Mary Wilson

editor@circuitcellar.com
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The 11th International System on a Chip (SoC) Conference 

comprised two days of SoC-related sessions, meetings, and 

keynotes at the University of California, Irvine. Topics ranged 

from emerging complex SOCs to Internet of Things (IoT) 

security to analog and mixed-signal SoC solutions. Below 

are conference notes that embedded systems designers will 

find useful.�
 “Living on the Edge (of the SoC),” Jim Aralis, CTO and VP 
of R&D at Microsemi
• Industry-Related Observations:� Right now we’re seeing a decline in standard prod-

ucts. “Manufacturers of standard products have to 

look to a different future, and they are.” The result? 

Companies like Microsemi are “absorbing some of 

what our customer does.”

• Predictions: � Expertise in analog processing, signal condition- 

ing, precision timing, and high-speed communica-

tions design will be essential for future engineers 

to develop successful products in an ever-changing 

digital environment.� System engineers and architects will be the “cre-

ators” and the companies with the best system en-

gineers will excel. This will likely result in the re-

duced need for board designers. � We’ll see fewer foundries, fewer fabless design 

houses, fewer SoC designers, digital will become 

block based, and “system houses will take over 

much of the differentiation,” Aralis said. “Analog 

will continue to drive some of that differentiation… 

It’s going to be an interesting new world. And I 

think it’s going to be very good, just make sure you 

are in the right place.”�
“Securing the ‘Internet of Things,’” Jauher Zaidi, 
Chairman & CTO, Palmchip
• Industry-Related Observations:� Zaidi noted that Cisco IBSG reported that there will be 

50 billion devices connected to the Internet by 2020 

SoC CONFERENCE NOTES
by CC Staff (USA)

The CC editorial team continues reviewing engineering 

workspaces each month. Currently, we’re featuring embedded 

systems engineer David Cass Tyler’s New Mexico-based home 

setup. 

“When I require extra space to spread out, I move into 

the spare bedroom and use the desk in there to set up 

the hardware,” Tyler noted. “Almost all of my projects are 

developed to be distributed and accessible through the 

network. When I need to program on a different computer, 

I tend to use the remote desktop to program on other 

Windows-based systems. There is seldom a time when I have 

to physically move to one of the other systems.”

We’d like to know about your workspace. Send our editors 

your photos and information!

WORKSPACE FOR DEV SYSTEMS 
by CC Staff (USA) 

Calit2, University of California, Irvine

(D. Evans, “The Internet of Things,” Cisco IBSG, 2011). 

He also noted that by 2020, the average person will be 

connected to approximately 5,000 devices.� The proliferation of Internet-connected devices means 

new security issues for end users and manufacturers. 

• Secure Design Planning:� Engineers must understand that personal privacy will 

be a top concern of consumers in the next decade and 

beyond.� “Security has to be a part of a design,” Zaidi said. This 

means more than focusing on data storage and trans-

mission-related security issues. Engineers must also 

focus on chip security.

Send CC your workspace pics & info 
 

E -ma i l  you r  pho t o s  and 
info to editor@circuitce l lar.com 
 

Tweet pics (or a link) of your space 
to @circuitcellar. Use #ccworkspaces 
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QUESTIONS & ANSWERS

NAN: Do you remember your first computer 
engineering project?

MARILYN: My dad is an inventor. One of his 

stories was about using copper sewer pipe as 

a drum memory. In elementary school, my 

friend and I tried to build a computer and 

bought a PCB fabrication kit from RadioShack. 

We carefully made the switch features using 

masking tape and etched the board. Then 

we tried to solder it and found that our 

patterning technology outpaced our soldering 

technology.

NAN: You have developed many embedded 
computing techniques—from hardware/
software co-design algorithms and real-
time scheduling algorithms to distributed 
smart cameras and code compression. Can 
you provide some information about these 
techniques?

MARILYN: I was inspired to work on co-

design by my boss at Bell Labs, Al Dunlop. I 

was working on very-large-scale integration 

(VLSI) CAD at the time and he brought in 

someone who designed consumer telephones. 

Those designers didn’t care a bit about our 

fancy VLSI because it was too expensive. 

They wanted help designing software for 

microprocessors.

Microprocessors in the 1980s were pretty 

small, so I started on simple problems, such 

as partitioning a specification into software 

plus a hardware accelerator. Around the turn 

of the millennium, we started to see some 

very powerful processors (e.g., the Philips 

Trimedia). I decided to pick up on one of my 

earliest interests, photography, and look at 

smart cameras for real-time computer vision.

That work eventually led us to form 

Verificon, which developed smart camera 

systems. We closed the company because 

the market for surveillance systems is very 

competitive.

We have started a new company, SVT 

Analytics, to pursue customer analytics for 

retail using smart camera technologies. I also 

continued to look at methodologies and tools 

for bigger software systems, yet another 

interest I inherited from my dad.

NAN: Tell us a little more about SVT 
Analytics. What services does the company 
provide and how does it utilize smart-
camera technology?

MARILYN: We started SVT Analytics to 

develop customer analytics for software. Our 

goal is to do for bricks-and-mortar retailers 

what web retailers can do to learn about their 

customers.

On the web, retailers can track the pages 

customers visit, how long they stay at a page, 

what page they visit next, and all sorts of 

other statistics. Retailers use that information 

to suggest other things to buy, for example. 

Bricks-and-mortar stores know what sells 

but they don’t know why. Using computer 

vision, we can determine how long people 

stay in a particular area of the store, where 

they came from, where they go to, or whether 

employees are interacting with customers. 

Our experience with embedded computer 

vision helps us develop algorithms that 

are accurate but also run on inexpensive 

Embedded 
Computing Expert
An Interview with Marilyn Wolf
Marilyn Wolf has created embedded computing techniques, 

co-founded two companies, and received several Institute of 

Electrical and Electronics Engineers (IEEE) distinctions. She is 

currently teaching at Georgia Institute of Technology’s School 

of Electrical and Computer Engineering and researching 

smart-energy grids.—Nan Price, Associate Editor
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QUESTIONS & ANSWERS

platforms. Bad data leads to bad decisions, 
but these systems need to be inexpensive 
enough to be sprinkled all around the store so 
they can capture a lot of data.

NAN: Can you provide a more detailed 
overview of the impact of IC technology on 
surveillance in recent years? What do you 
see as the most active areas for research 
and advancements in this field?

MARILYN: Moore’s law has advanced to the 
point that we can provide a huge amount of 
computational power on a single chip. We 
explored two different architectures: an FPGA 
accelerator with a CPU and a programmable 
video processor.

We were able to provide highly accurate 
computer vision on inexpensive platforms, 
about $500 per channel. Even so, we had to 
design our algorithms very carefully to make 
the best use of the compute horsepower 
available to us.

Computer vision can soak up as much 
computation as you can throw at it. Over 
the years, we have developed some secret 
sauce for reducing computational cost while 
maintaining sufficient accuracy.

NAN: You wrote several books, including 
Computers as Components: Principles 
of Embedded Computing System Design 
and Embedded Software Design and 
Programming of Multiprocessor System-
on-Chip: Simulink and System C Case 
Studies. What can readers expect to gain 
from reading your books?

MARILYN: Computers as Components is 

an undergraduate text. I tried to hit the 

fundamentals (e.g., real-time scheduling 

theory, software performance analysis, and 

low-power computing) but wrap around real-

world examples and systems.

Embedded Software Design is a research 

monograph that primarily came out of Katalin 

Popovici’s work in Ahmed Jerraya’s group. 

Ahmed is an old friend and collaborator.

NAN: When did you transition from 
engineering to teaching? What prompted 
this change?

MARILYN: Actually, being a professor and 

teaching in a classroom have surprisingly 

little to do with each other. I spend a lot of 

time funding research, writing proposals, and 

dealing with students.

I spent five years at Bell Labs before 

moving to Princeton, NJ. I thought moving 

to a new environment would challenge me, 

which is always good. And although we were 

very well supported at Bell Labs, ultimately 

we had only one customer for our ideas. At 

a university, you can shop around to find 

someone interested in what you want to do.

NAN: How long have you been at Georgia 
Institute of Technology’s School of 
Electrical and Computer Engineering? What 
courses do you currently teach and what 
do you enjoy most about instructing?

MARILYN: I recently designed a new course, 

Physics of Computing, which is a very 

different take on an introduction to computer 

engineering. Instead of directly focusing on 

logic design and computer 

organization, we discuss 

the physical basis of delay 

and energy consumption.

You can talk about an 

amazingly large number 

of problems involving just 

inverters and RC circuits. 

We relate these basic 

physical phenomena to 

systems. For example, we 

figure out why dynamic 

RAM (DRAM) gets bigger 

but not faster, then see 

“Moore ’s  l aw has 

advanced to the point 

that we can provide 

a huge amount of  

computational power 

on a single chip.”
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how that has driven computer architecture as 

DRAM has hit the memory wall.

NAN: As an engineering professor, you 
have some insight into what excites future 
engineers. With respect to electrical 
engineering and embedded design/
programming, what are some “hot topics” 
your students are currently attracted to? 

MARILYN: Embedded software—real-time, 

low-power—is everywhere. The more general 

term today is “cyber-physical systems,” which 

are systems that interact with the 

physical world. I am moving slowly 

into control-oriented software from 

signal/image processing. Closing the 

loop in a control system makes things 

very interesting.

My Georgia Tech colleague Eric 

Feron and I have a small project on jet 

engine control. His engine test room 

has a 6” thick blast window. You don’t 

get much more exciting than that.

NAN: That does sound exciting. 
Tell us more about the project and 

what you are exploring with it in terms 
of embedded software and closed-loop 
control systems. 

MARILYN: Jet engine designers are under 

the same pressures now that have faced 

car engine designers for years: better 

fuel efficiency, lower emissions, lower 

maintenance cost, and lower noise. In the 

car world, CPU-based engine controllers 

were the critical factor that enabled car 

manufacturers to simultaneously improve 

fuel efficiency and reduce emissions.

Jet engines need to incorporate more 

sensors and more computers to use those 

sensors to crunch the data in real time and 

figure out how to control the engine. Jet 

engine designers are also looking at more 

complex engine designs with more flaps and 

controls to make the best use of that sensor 

data.

One challenge of jet engines is the high 

temperatures. Jet engines are so hot that 

some parts of the engine would melt without 

careful design. We need to provide more 

computational power while living with the 

restrictions of high-temperature electronics.

NAN: Your research interests include 
embedded computing, smart devices, 
VLSI systems, and biochips. What types of 
projects are you currently working on?

MARILYN: I’m working on with Santiago 

Grivalga of Georgia Tech on smart-energy 

grids, which are really huge systems that 

would span entire countries or continents. I 

continue to work on VLSI-related topics, such 

as the work on error-aware computing that I 

pursued with Saibal Mukopodhyay.

I also work with my friend Shuvra 

Bhattacharyya on architectures for signal-

processing systems. As for more unusual 

things, I’m working on a medical device 

project that is at the early stages, so I can’t 

say too much specifically about it.

NAN: Can you provide more specifics about 
your research into smart energy grids?

MARILYN: Smart-energy grids are also driven 

by the push for greater efficiency. In addition, 

renewable energy sources have different 

characteristics than traditional coal-fired 

generators. For example, because winds are 

so variable, the energy produced by wind 

generators can quickly change.

The uses of electricity are also more 

complex, and we see increasing opportunities 

to shift demand to level out generation 

needs. For example, electric cars need to be 

recharged, but that can happen during off-

peak hours. But energy systems are huge. A 

single grid covers the eastern US from Florida 

to Minnesota.

To make all these improvements requires 

sophisticated software and careful design to 

ensure that the grid is highly reliable. Smart-

energy grids are a prime example of Internet-

based control.

We have so many devices on the grid that 

need to coordinate that the Internet is the 

only way to connect them. But the Internet 

isn’t very good at real-time control, so we 

have to be careful.

We also have to worry about security 

Internet-enabled devices enable smart grid 

operations but they also provide opportunities 

for tampering.

NAN: You’ve earned several distinctions. 
You were the recipient of the Institute of 
Electrical and Electronics Engineers (IEEE) 
Circuits and Systems Society Education 
Award and the IEEE Computer Society 
Golden Core Award. Tell us about these 
experiences.

MARILYN: These awards are presented at 

conferences. The presentation is a very 

warm, happy experience. Everyone is happy. 

These things are time to celebrate the field 

and the many friends I’ve made through my 

work. 

“Smart-energy grids 

are a prime example 

of Internet-based con-

trol. But the Internet 

isn’t very good at real-

time control.”
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Walter O. Krawec 
Research Assistant and PhD Student, Stevens Institute of Technology, 

Hoboken, NJ • Upstate New York

MEMBER STATUS:
Walter has been reading 
Circuit Cellar since he got 
his first issue in 1999. Free 
copies were available at the 
Trinity College Fire Fighting 
Robot Contest, which was 
his first experience with 
robotics. Circuit Cellar 
was the first magazine for 
which he wrote an article 
(“An HC11 File Manager,” 
two-part series, issues 129 
and 130, 2001).

TECH INTERESTS:
Robotics, among other 
things. He is particularly 
interested in developmental 

and evolutionary robotics (where the robot’s 
strategies, controllers, and so forth are evolved 
instead of programmed in directly).

RECENT TECH ACQUISITION:
Walter is enjoying his Raspberry Pi. “What 
a remarkable product! I think it’s great that 
I can take my AI software, which I’ve been 
writing on a PC, copy it to the Raspberry Pi, 
compile it with GCC, then off it goes with little 
or no modification!”

CURRENT PROJECTS:
Walter is designing a new programming 
language and interpreter (for Windows/Mac/
Linux, including the Raspberry Pi) that uses 
a simulated quantum computer to drive a 
robot. “What better way to learn the basics of 
quantum computing than by building a robot 

around one?” The first version of this language 
is available on his website (walterkrawec.org). 
He has plans to release an improved version. 

THOUGHTS ON EMBEDDED TECH:
Walter said he is amazed with the power of 
the latest embedded technology, for example 
the Raspberry Pi. “For less than $40 you have 
a perfect controller for a robot that can handle 
incredibly complex programs. Slap on one of 
those USB battery packs and you have a fully 
mobile robot,” he said. He used a Pololu 
Maestro to interface the motors and analog 
sensors. “It all works and it does everything I 
need.” However, he added, “If you want to 
build any of this yourself by hand it can be 
much harder, especially since most of the cool 
stuff is surface mount, making it difficult to 
get started.” 

www.picotech.com/pco512
CALL TOLL FREE 1 800 591 2796

Travel Essentials
PC Oscilloscope
up to 200 MHzup to 200 MHz

from $262
AWG
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PRODUCT NEWS

SMALL CELLULAR EMBEDDED PLUG-IN MODEM

The Skywire is a small embedded plug-in 

cellular modem that uses a standard XBEE 

form factor and 1xRTT CDMA operating mode, 

which minimizes hardware and network 

costs. Its U.FL port helps ensure antenna 

flexibility. The modem’s bundled carrier 

service plans enable simple deployment.

The Skywire embedded modem features a 

Telit CE910-DUAL wireless module 

and is available with bundled 

CDMA 1xRTT data plans. This 

enables developers to add fully 

compliant cellular connectivity 

without applying for certification. 

Future versions of the Skywire will 

support GSM and LTE. 

The Skywire is available with 

a complete development kit that 

includes the cellular modem, a 

baseboard, an antenna, a power 

supply, debug cables, and a 

cellular service plan. The Skywire 

baseboard is an Arduino shield 

that enables direct connection to 

an Arduino microcontroller.

Skywire modems cost $129 for one and 

$99 in 1,000-unit quantities. A complete 

development kit including the modem costs 

$262.

NimbeLink, LLC

www.nimbelink.com

I/O RASPBERRY PI EXPANSION CARD

The 

RIO is 

an I/O 

e x p a n s i o n 

card intended 

for use with the 

Raspberry Pi SBC. 

The card stacks on 

top of a Raspberry Pi to 

create a powerful embedded 

control and navigation 

computer in a small 20-mm × 

65-mm × 85-mm footprint.  The RIO is well 

suited for applications requiring real-world 

interfacing, such as robotics, industrial and 

home automation, and data acquisition and 

control.

The RIO adds 13 inputs that can be 

configured as digital inputs, 0-to-5-V analog 

inputs with 12-bit resolution, or pulse 

inputs capable of pulse width, duty cycle, or 

frequency capture. Eight digital outputs are 

provided to drive loads up to 1 A each at up 

to 24 V. 

The RIO includes a 32-bit ARM Cortex M4 

microcontroller that processes and buffers the 

I/O and creates a seamless communication 

with the Raspberry Pi. The RIO processor can 

be user-programmed with a simple BASIC-

like programming language, enabling it to 

perform logic, conditioning, and other I/O 

processing in real time. On the Linux side, 

RIO comes with drivers and a function library 

to quickly configure and access the I/O and to 

exchange data with the Raspberry Pi.

The RIO features several communication 

interfaces, including an RS-232 serial port 

to connect to standard serial devices, a TTL 

serial port to connect to Arduino and other 

microcontrollers that aren’t equipped with a 

RS-232 transceiver, and a CAN bus interface.

The RIO is available in two versions. The 

RIO-BASIC costs $85 and the RIO-AHRS 

costs $175.

Roboteq, Inc.

www.roboteq.com
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The easiest way to add wireless is now

the easiest way to connect to the Internet of Things 

GET STARTED
XBee Wi-Fi Cloud Kit

#IoTASAP

digi.com/xbeewifi cloudkit

$149.00

Your M2M Expert™

The new XBee® Wi-Fi Cloud Kit from Digi International 

brings the Internet of Things to the popular XBee 

platform. Built around Digi’s new XBee Wi-Fi module, 

which fully integrates into Device Cloud, the kit is a 

simple way for anyone with an interest in M2M and the 

Internet of Things to build a hardware prototype and 

integrate it into an internet-based application. This kit 

is suitable for electronics engineers, software designers, 

educators, makers and innovators of all kinds.
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PRODUCT NEWS

SMALL, SELF-CONTAINED GNSS RECEIVER

TM Series GNSS modules are self-contained, high-

performance global navigation satellite system (GNSS) 

receivers designed for navigation, asset tracking, and 

positioning applications. Based on the MediaTek chipset, 

the receivers can simultaneously acquire and track several 

satellite constellations, including the US GPS, Europe’s 

GALILEO, Russia’s GLONASS, and Japan’s QZSS.

The 10-mm × 10-mm receivers are capable of 

better than 2.5-m position accuracy. Hybrid ephemeris 

prediction can be used to achieve less than 15-s cold start 

times. The receiver can operate down to 3 V and has a 

20-mA low tracking current. To save power, the TM Series 

GNSS modules have built-in receiver duty cycling that 

can be configured to periodically turn off. This feature, 

combined with the module’s low power consumption, 

helps maximize battery life in battery-powered systems.

The receiver modules are easy to integrate, since they 

don’t require software setup or configuration to power up 

and output position data. The TM Series GNSS receivers 

use a standard UART serial interface to send and receive 

NMEA messages in ASCII format. A serial command set 

can be used to configure optional features. Using a USB or 

RS-232 converter chip, the modules’ UART can be directly 

connected to a microcontroller or a PC’s UART.

The GPS Master 

D e v e l o p m e n t 

System connects 

a TM Series 

Evaluation Module to 

a prototyping board 

with a color display 

that shows coordinates, 

a speedometer, and 

a compass for mobile 

evaluation. A USB interface 

enables simple viewing of 

satellite data and Internet 

mapping and custom software 

application development.

Contact Linx Technologies for 

pricing.

Linx Technologies
www.linxtechnologies.com

Shop and save at www.cc-webshop.com
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Digi International, Inc.
www.digi.com

11001 Bren Road East, Minnetonka, MN 55343

CONTACT: Elizabeth Presson, elizabeth.
presson@digi.com

FEATURED PRODUCT: The XBee product 
family (www.digi.com/xbee) is a series of 
modular products that make adding wireless 
technology easy and cost-effective. Whether 
you need a ZigBee module or a fast multipoint 
solution, 2.4 GHz or long-range 900 MHz—
there’s an XBee to meet your specif ic 
requirements.

PRODUCT INFORMATION: Digi now offers 
the XBee Wi-Fi Cloud Kit (www.digi.com/
xbeewif icloudkit) for those who want to 
try the XBee Wi-Fi (XB2B-WFUT-001) with 
seamless cloud connectivity. The Cloud 
Kit brings the Internet of Things (IoT) to 
the popular XBee platform. Built around 

Digi’s new XBee Wi-Fi module, which 
fully integrates into the Device Cloud by 
Etherios, the kit is a simple way for anyone 
with an interest in M2M and the IoT to build 
a hardware prototype and integrate it into an 
Internet-based application. This kit is suitable 
for electronics engineers, software designers, 
educators, and innovators.

EXCLUSIVE OFFER: The XBee Wi-Fi Cloud Kit 
includes an XBee Wi-Fi module; a develop-
ment board with a variety of sensors and ac-
tuators; loose electronic prototyping parts to 
make circuits of your own; a free subscription 
to Device Cloud; fully customizable widgets 
to monitor and control connected devices; an 
open-source application that enables two-way 
communication and control with the devel-
opment board over the Internet; and cables, 

accessories, 
and everything 

needed to connect to the 
web. The Cloud Kit costs 
$149. 

Circuit Cellar prides itself on 

presenting readers with information 

about innovative companies, 

organizations, products, and 

services relating to embedded 

technologies. This space is where 

Circuit Cellar enables clients to 

present readers useful information, 

special deals, and more.
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Most novices who start to 

develop FPGA solutions 

are afraid to use Ethernet or DDR-

SDRAM on their boards because they 

fear the resulting complexity. Moreover, 

they don’t have the necessary IP cores or 

the information. When implementing a high-

performance network device with an FPGA, 

you typically use a proprietary IP core, 

usually from the FPGA’s manufacturer. Most 

FPGA development novices are nervous when 

they need to integrate something apparently 

complex (e.g., network streaming into a 

FPGA).

Furthermore, licenses for IP cores, 

such as Xilinx’s Tri-Mode Ethernet Media 

Access Controller (TEMAC) are costly. Other 

proprietary media access controllers (MACs), 

such as Xilinex’s AXI Ethernet Lite MAC, 

cannot be used without Xilinx’s Embedded 

Development Kit (EDK). They may also require 

licenses or have other restrictions.

For this project, I used a free 

implementation of an Ethernet streaming 

device based on Trenz Electronic’s TE0600 

FPGA micromodule (see Photo 1). The TE0600 

is based on a Xilinx Spartan-6 LX FPGA. 

Different FPGA sizes are available as modules. 

This module has a PHY already integrated 

(a Marvell Technology Group 88E1111 ultra 

gigabit Ethernet transceiver), which can 

handle 10/100/1000-Mbps Ethernet.

The TE0600 has a baseboard, so I didn’t 

have to develop a board to get started. 

OpenCores’s tri-mode MAC is published under 

the GNU Lesser General Public License (LGPL) 

and was created in 2005. The description 

language is Verilog; however, it is usually not 

a problem to mix Verilog and VHDL in one 

project.

While a User Datagram Protocol (UDP) 

core is available from OpenCores, I did not 

use the core in my project. I chose a UDP 

because it is much simpler to implement 

than a TCP/IP.

For example, you do not have to retransmit 

packets if they become corrupted or lost 

during transmission. Furthermore, the UDP 

is superior for streaming data whenever 

the data integrity is not so important or the 

latency has to be kept minimized.

WHY ETHERNET ON AN FPGA?
One goal of Ethernet on an FPGA may 

be to stream a lot of measured signals to a 

computer to analyze, display, or save. It can 

also be used to connect a camera over Camera 

Link to the FPGA and stream the captured 

images to a computer.

Another goal could be to stream signals 

UDP Streaming on an FPGA
When implementing a high-performance network device with an FPGA, you don’t always have to use a 

proprietary IP core. User Datagram Protocol streaming is another option—and it’s not as difficult as it may 

seem. The article shows that a hardware implementation without a processor is a practical solution, even for 

novices.

By Steffen Mauch (Germany)

Photo 1

Trenz Electronic’s TEO600 is a 

credit-card sized industrial FPGA 

micromodule that integrates a Xilinx 

Spartan-6 LX FPGA. (Photo courtesy of 

Trenz Electronics)
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to the FPGA from a computer to have a signal 

generator with a lot of output channels.

There are complete solutions for these 

kinds of problems. They are available as 

National Instruments LabVIEW cards or 

DSpace software, but they are expensive 

and they are usually not customizable. Yet 

another advantage to using an FPGA is the 

ability to connect special hardware without 

any further overhead and excessive use of 

the parallel capabilities.

I want to show how to use OpenCores’s 

open-source tri-mode MAC implementation and 

stream UDP packets with VHDL over Ethernet. 

It is even possible to use the free version of 

ISE with the LX45 module to implement UDP 

streaming.

I used VHDL as the hardware description 

language (HDL). P. J. Ashenden’s The Designer’s 

Guide to VHDL provides a good description of 

VHDL.

First, I will address the core’s interface. 

Then I will explain the Ethernet format, the 

Address Resolution Protocol, and the UDP. 

Finally, I will present the implementation 

aspects and a UDP monitor example.

ETHERNET
Ethernet, a commonly used LAN 

technology, was introduced in 1980 and 

later standardized as IEEE 802.3. Systems 

communicating over Ethernet divide a stream 

of data into shorter pieces called frames. 

Each frame contains source and destination 

addresses (MAC addresses).

As per the Open Systems Interconnection 

(OSI) model, Ethernet provides services up to 

and including the data link layer. The OSI model 

includes: Layer 1, physical; Layer 2, data link; 

Layer 3, network; Layer 4, transport; Layer 5, 

session; Layer 6, presentation; and Layer 7, 

application.

Ethernet acts on Layer 1 similarly as 

Bluetooth or USB. Ethernet and the different 

protocols (e.g., TCP, UDP, etc.) are well 

addressed in C. M. Kozierok’s The TCP/IP 

Guide: A Comprehensive, Illustrated Internet 

Protocols Reference. To communicate with 

IPv4 between two network devices, the MAC 

and both devices’ IP addresses are needed.

THE ADDRESS RESOLUTION 
PROTOCOL

The ARP is used for the resolution of a 

network layer address (i.e., IP address into a 

link layer address or MAC address). ARP is a 

Layer 2 protocol because it is used to resolve 

a Layer 2 address. It is also a Layer 3 protocol 

because IP is a Layer 3 address.

Figure 1 shows the packet structure when 

using IPv4. The value of “Operation” specifies 

the operation the sender is performing. 0x01 

is used for a request and 0x02 is used for a 

reply. 

It is necessary to use ARP; otherwise the 

MAC address is unknown. So before sending 

UDP packets, an ARP request is sent to 

ask what MAC address has the IP address. 

The reply is taken and the MAC address is 

extracted. Because the destination’s MAC 

address is unknown, 16’hFFFFFFFFFFFF is 

used, which represents a broadcast.

Furthermore, if a request with the FPGA 

board’s IP address is received, you reply with 

a defined MAC address. It is also possible 

to use static ARP entries and program the 

destination MAC address directly in the 

source code. (Note: when using Linux, 

static ARP entries can be set like this: arp 

-s 192.168.1.1 00:1d:7e:xx:xx:xx). However, 

if more than one computer is used, that is 

not a practical approach. Usually, when the 

Ethernet card changes, the MAC address also 

changes.

FIGURE 1

An IvP4 ARP packet structure is shown.

0 7 15 23 31

Destination MAC address 1–2

Destination MAC address 2–2 Source MAC address 1–2

Source MAC address 2–2

Ethernet type (0x0806) Hardware type (0x0001)

Protocol type (0x0800)

Hardware 

address length 

(0x06)

Protocol address 

length (0x04)

Operation Source MAC address 1–2

Source MAC address 2–2

Source IP address

Destination MAC address 1–2

Destination MAC address 2–2 Destination IP address 1–2

Destination IP address 2–2 0x0000

0 7 15 23 31

Destination MAC address 1–2

Destination MAC address 2–2 Source MAC address 1–2

Source MAC address 2–2

Ethernet type Version header Different services

Total length Identification

Flags/fragment offset Time to live Protocol

Header checksum Source IP address 1–2

Source IP address 2–2 Source IP address 1–2

Source MAC address 2–2 Source port

Destination port Length

Checksum Data

More data content

FIGURE 2

This is the IvP4 UDP’s packet structure.
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THE USER DATAGRAM PROTOCOL
Computer applications can use the UDP 

protocol to send messages (referred to as 

datagrams) to other IP hosts, mostly IPv4. 

It can also be used to network without 

prior communications to set up special 

transmission channels or data paths. In the 

OSI model, it acts on Layer 4, which is the 

transport layer.

UDP uses a simple transmission model 

with a minimum of protocol mechanism. 

Unlike TCP, it does not utilize handshaking. 

Therefore it is, by default, an unreliable 

protocol, which means that there is no 

guarantee of delivery, duplicate protection, 

or ordering.

UDP provides checksums for data integrity 

and port numbers to address different 

functions at the source and the datagram’s 

destination. The checksum is optional. UDP is 

suitable when error checking and correction 

is either unnecessary or performed in 

the application. It avoids the overhead of 

processing at the network interface level and 

makes the hardware processing (e.g., FPGAs) 

a lot easier. 

Time-sensitive applications (e.g., real-

time data streaming) often use UDP because 

dropping packets is preferable to waiting for 

delayed packets. In a real-time system (e.g., 

video streaming), it is not a good option to 

wait for delayed packets.

Figure 2 shows the UDP packet structure 
when using IPv4. The checksum over the data 

is optional. If it is not used, it is normally set 

to 0x0000.

Note: When developing an Ethernet 

application or Ethernet capable devices, it 

is helpful to use a packet sniffer (e.g., the 

Wireshark free network protocol analyzer) to 

analyze the packets. 

OPENCORES’S TRI-MODE MAC
The 10-, 100-, and 1,000-Mbps tri-mode 

Ethernet MAC implements a MAC controller 

and is licensed under the LGPL, so it is open 

source. The implementation conforms to the 

IEEE 802.3 specification.

The MAC was designed to use less than 

2,000 logic cells/logic elements to implement 

full function and is written in Verilog. A GUI 
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FIGURE 3

The core has one interface for 

transmission, one for receiving, and 

one for the host interface. a—This is 

the host interface’s timing diagram. 

b—The read interface’s timing 

diagram is shown. c—This is the write 

interface’s timing diagram.

PHOTO 2

This screenshot shows the Qt4 UDP 

monitor.
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is available to configure optional modules; 

first in, first out (FIFO) depth; and verification 

parameters.

The core has three interfaces: one for 

transmission, one for receiving, and one for 

the host interface. With the host interface, 

for example, the Ethernet’s speed can be 

set. Also, you can access statistics about the 

number of packets that have been sent (see 

Figure 3a).

The “read interface” reads the received 

data (see Figure 3b). When Rx_mac_ra is 

high, data in the FIFO is available.

Every signal is clocked in with the rising 

edge of Clk_user. Therefore Rx_mac_rd is 

set to high as long as Rx_mac_ra is high. 

When Rx_mac_pa is high, then Rx_mac_

data is valid.

Rx_mac_sop and Rx_mac_eop signal 

the packet’s start and end. Rx_mac_BE 

signals if the entire four bytes or only one, 

two, or three bytes are valid.

Figure 3c shows the “write interface.” 

This interface is used to write data with the 

rising edge of Clk_user into the FIFO so the 

MAC core can transmit these to the PHY.

When Tx_mac_wa is high, there is space 

in the FIFO. Therefore Tx_ma_ca is set 

high and Tx_mac_sop is used to signal the 

packet’s start.

Tx_mac_data is the data transmitted 

into the FIFO.  If Tx_mac_wa is low, then 

QUdpSocket *udpSocket = new QUdpSocket(this);

bool res;

int port = 8100;���������	 
������� ��������� ���� ����� ��� �� ��
QString temp;������� ���� ������ ���  !�����"  �� ��� ���" ���� #$�%&& '�� (% ) �$ '**+ * ��� $�� �� �� � �� �� �� �,, 	����	�� -������ ��./�� ���� �� ��	��0�� � ��	��� 1�����"2���" ���� ���� 	�--��3455637 89:;<43 =67 >< ?@AB C8D6E:FG6E: 8HH>7IJK >< CLM 8; D436KKN65:J5OPE7EO DEQK 8HHHR

LISTING 1

This code is used to create an UDP 

object in Qt4.
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you have to pause until Tx_mac_wa is high 

again.

Tx_mac_eop is used to signal the end 

of the packet. Tx_mac_BE signals if the 

complete four bytes or only one, two, or 

three bytes have to be written.

The host interface is used to access the 

register to manipulate the core. When CSB is 

low and WRB is high, then a read operation 

occurs and CA specifies the register’s 

address (see Resources for documentation 

about the tri-state MAC).

During the next rising edge of Clk_reg, 

the value is written to CD. If CSB and WRB 

are both low, a write operation occurs.

SPECIFIC DETAILS
It is necessary to use an ODDR2 on the 

Spartan-6 platform to drive the Ethernet 

TX CLK pin. Otherwise an error during 

implementation will occur, because a clock 

network should not drive an output pin.

Note: ChipScope is a powerful tool to 

use during debugging, but sometimes the 

signals are not available due to trimming. 

This can be prevented by defining the “save” 

attribute:

attribute save: string ;

attribute save of sig : signal is  

  ”TRUE”

The speed register, which is located at 

7’d034, usually has a 16’h0004 default value. 

This register is used to set the Ethernet 

MAC core’s speed level. 16’h0004 means 

1,000 Mbps, 16’h0002 means 100 Mbps, and 

16’h0001 means 10 Mbps.

The default value could be changed in 

reg_int.v. The speed register’s value has to 

match the PHY’s mode, which the PHY has 

negotiated (see the note below). If the FPGA 

board is directly connected to a PC, it is 

possible to limit a gigabit Ethernet card to 

100 or 10 Mbps, for example.

Note: This implementation lacks the 

network speed’s automatic detection, which 

the PHY negotiates with the switch, network 

card, or whatever. The automatic detection 

could be done by either using the 88E1111 

PHY’s status LEDs—which is a kind of hack—or 

using the MDIO interface to manually get and 

set the PHY’s status (see Resources for more 

information).

OPERATION MODE
To send and receive UDP packets, you 

must know each receiver and sender’s MAC 

and IP address or use the ARP to resolve 

them (see the Address Resolution Protocol 

section of this article).

In this implementation, the FPGA sends 

a broadcast ARP request with its own MAC 

and IP and the IP address of the destination 

and waits for an ARP response. When an ARP 

response from the destination IP address 

has been received, data transmitting and 

data receiving begins. Broadcast means 
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QByteArray datagram;

datagram.append(100);

QHostAddress myBroadcastAddress = QHostAddress 

 (“192.168.1.1”);

udpSocket.writeDatagram(datagram.data(), datagram.size(), 

 myBroadcastAddress, 8100);

LISTING 2

This code is used to send a UDP packet 

in Qt4.
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that the MAC address is unspecified with 

16’0hFFFFFFFFFFFF.

UDP MONITOR EXAMPLE
A Qt4 application is used to receive and 

send UDP packets. Two good references about 

starting to use Qt4 are J. Blanchette and M. 

Summerfield’s C++ GUI Programming with Qt 4 

and D. Molkentin’s The Book of Qt 4: The Art of 

Building Qt Applications.

The UDP port is defined as 8100 and the 

application also listens to this port. As shown 

in Photo 2, four LED checkboxes have been 

used to control the LEDs on the carrier board. 

If a checkbox is checked, this LED on the 

carrier board shines. UDP handling is simple 

when using Qt4.

Listing 1 shows how a QUdpSocket is 

created and how the readyRead() signal is 

used. As demonstrated, only a few lines of 

codes are needed.

Listing 2 shows how a datagram is sent. 

The datagram is created and an integer of 

100 is added. Then the created datagram is 

sent to 192.168.1.1 on port 8100. These two 

listings are enough to receive and transmit 

data over Ethernet from the FPGA board.

DON’T FEAR AN FPGA
This article demonstrates that even a UDP 

implementation in an FPGA doesn’t need to 

be intimidating. While using OpenCore’s tri-

mode MAC, the implementation is based on 

an open-source core, which enables its use 

without any fear of copyright infringement.

This design could be easily expanded. 

I kept the implementation simple without 

much error handling. If the transmitted data 

must always be correct, then some checksum 

and handshaking has to be implemented, but 

often it does not really matter.

The complete Xilinx ISE project and the 

Qt4 application with source files are available 

on the GitHub online project sharing 

community (see Resources). The complete 

code is published under the GNU LGPL. 
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Experimenting with a new project often 

means instrumenting it to gather data about 

what is going on. Part of that instrumentation 

process involves properly calibrating the 

inputs to get precise and accurate readings. 

By “precise” I mean taking measurements 

with sufficient resolution (decimal places) to 

see the tiny changes. “Accurate” means taking 

exact measurements. When an input reads 

5 V, I want to know that the actual value is 

equal to or greater than 4.95 V and less than 

5.05 V. I don’t know for certain that second 

decimal place’s value, but I do 

know the exact value rounded to 

the first decimal place.

The first part of this 

article series explained how 

to calibrate and recalibrate 

linear measurements where 

real-world engineering units 

vary proportionally to the ADC 

values. Just like everything 

else, the real world does not 

always act that way. Not all 

measurements wind up being 

linearly proportional. So, how can you handle 

mysterious, unknown values?

You can take a series of measurements 

across the full range of inputs and produce a 

curve that fits them and a method to calculate 

the exact values. The greater the number of 

observed values across that measurement 

range, the better and more accurate your fit 

will be.

The best way to figure this out is to start 

by taking three readings at low, middle, and 

high points along the range. If they can all be 

connected by a straight line, they are a linear 

fit, right? Not necessarily.

What about an “S” curve? You can connect 

low, middle, and high points in an “S” curve 

with a straight line, but it won’t describe the 

points that lie between the middle and the 

extremes. So, you take two more readings—

one between the low and the middle points 

and one that lies between the middle and high 

points. If those points also fall on a straight 

line, chances are it is a linear calibration. This 

is actually how manufacturers gather data for 

their datasheets. They take enough data to 

see the underlying curve and then, knowing 

what the curve actually looks like, they take 

“pretty” values to get nice-looking curves for 

publication.

Once you have acquired enough points 

to accurately describe the underlying curve, 

you still want to be able to convert your A/D 

values into engineering units. This article 

explains how you can do that.

LINEAR INTERPOLATION
Linear interpolation is the simplest (and 

least accurate) way to convert your A/D 

values into engineering units. You gather an 

array of ordered pairs (A/D reading and the 

corresponding real-world engineering units) 

sorted by the X (A/D) value. Then, you look up 

the values that are immediately less than and 

immediately greater than the ones you want 

to convert. Then you can use the straight line 

formula to interpolate between them. Think of 

it as using short straight lines to describe the 

curve. The derived value can be fairly close 

if you fit enough line segments to the curve.

SPLINE INTERPOLATION
Another way to process this data is to use 

something like a cubic spline interpolation 

to fit a smooth line through all of the known 

points so you can calculate unknown values 

lying between them.[1] The method is similar 

to using a flexible ruler to connect the points. 

Calibration (Part 2)
Polynomial Curve Fitting
The first part of this article series introduced linear calibration and recalibration of A/D conversion readings. 

It described how to convert A/D readings to real-world engineering unit values. The article also explained how 

to convert back from those values to the equivalent A/D readings. This article presents a method for fitting 

a polynomial curve to nonlinear data to perform nonlinear conversions. It also outlines an approach that 

converts back from the engineering units to the A/D readings.

By David Cass Tyler (USA)

“The greater the number of 

observed values across the 

measurement range, the 

better and more accurate 

your fit will be.”
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Books such as W. H. Press et al’s Numerical 

Recipes in C: The Art of Scientific Computing 

provide the code necessary to use this 

method. The disadvantage of these methods 

is the amount of programming involved and 

the difficulty of understanding. There must be 

an easier way.

POLYNOMIAL CURVE FITTING 
USING EXCEL

One of the more commonly occurring 

curves is polynomial. A polynomial curve is 

expressed as:

Y = Xncn + X
n–1c n–1 + ... + X

2c2 + X
1c1 + X

0c0

In fact, a straight line equation is the most 

trivial polynomial where Y’s value changes 

(an order 0 polynomial is just the constant 

c0, since X
0 always equals 1). All you need to 

determine the engineering unit’s value that 

is being measured is the A/D reading and 

an array of calibrated coefficients. There 

are many sources of information for curve 

fitting data to a polynomial. Again, Numerical 

Recipes in C is a good example. 

For those of us looking for expedience, 

there is an easier way! You can use an Excel 

spreadsheet to calculate a polynomial that will 

enable you to easily compute the intervening 

values.

First, build an Excel two-column array 

where the first column holds the independent 

variable (the A/D reading) and the second 

column holds the associated dependent 

variable (the real-world engineering units). 

Take a bunch of measurements, starting at 

the low end of the range, but above the lowest 

A/D value, and work toward (but not to) the 

highest A/D value (i.e., stay off the rails).

Add blank values for the lowest and highest 

A/D readings so the chart encompasses the 

full range. To make it easier to work with, 

sort this array in ascending order. Select all 

of the values in both columns, including the 

column labels, and choose “Scatter” from 

the “Insert” tab. Choose “Scatter with only 

markers” as you will be “connecting the dots” 

with a trend line. Click on one of the graph’s 

“dots.” This will select all of them. Right click 

and select “Add Trendline …” to bring up the 

“Format Trendline” dialog box.

From this dialog box, you can draw 

different trend lines and choose one that best 

connects the dots. Check the box that says 

“Display R-squared value on chart.” This 

is the “Coefficient of Determination” and it 

represents how well the trend line fits the 

data. The values range from 0 to 1, with 1 

being the highest degree of fit.

The default trend line is the linear fit, 

which is a straight line’s least-squares fit. 

Note its R2 value and then select polynomial 

and dial up the order from two to six, noting 

the corresponding R2 values and watching 

how well the trend line overlays the dots.

Choose the one that best fits the line as 

your calibration curve. Now click “Display 

equation on chart” to display the coefficients 

you will use to convert from your ADC reading 

to your real-world engineering units. Right 

click on the displayed equation, select “Format 

Trendline Label…” and select “Scientific” 

from the “Number Category.” Set the label to 

display enough decimal places to represent 

the “Effective Number of Digits.” This will give 

you your maximum usable precision during 

conversion.

Notice that the measurements you have 

are only two significant digits long. Even so, 

you have described a line that reflects the 

process. The calculated values will have a 

precision that is greater than two significant 

digits because the curve’s shape dictates 

FIGURE 1

This spreadsheet displays the fourth-

order chart values.
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that precision. Think of it as if you are trying 
to determine your speedometer reading’s 
accuracy. As you go past a mile marker on 
the highway, you reset the trip odometer to 
zero. As you pass the tenth mile marker, you 
look down and see that your trip meter reads 
10.1 miles. You now know your speedometer’s 
precision to one decimal place. To determine 
the accuracy to two decimal places, repeat 
this process, but drive 100 miles and note the 
reading. For three decimal places, you would 
have to drive 1,000 miles. To increase your 
calculated readings’ accuracy and precision, 

take more and more calibration 
points (evenly distributed and 
closer to the rails). They will 
tend to average out the errors.

In Figure 1, the coefficients 
displayed in the equation are 
the numbers you are seeking. 
You can diagnose how well your 
coefficients work by calculating 
the Y values for the original X 
values and displaying them 
on the original chart. If the 
markers for the calculated 
values overlay the markers for 
the observed values, the curve 
is a fairly good fit. You can also 

compute the offset error and display it for 
further assurance of good coefficient values.

I highly recommend that you take this 
step. It will help flush out any problems and 
prevent them from cropping up later when 
they can become very expensive to correct.

You can use Horner’s rule to effectively 
compute the Y values. Horner’s rule states 
that the powers of X are factored out so 
the polynomial values are computed using a 
series of multiply/accumulates. The algorithm 
works for any polynomial order.

Y = X3 × c3 + X2 × c2 + X1 × c1 + X0 × c0

Y = X × (X2 × c3 + X × c2 + c1) + c0

Y = X × [X × (X × c3 + c2) + c1] + c0

Y = X × [X × (X × (c3) + c2) + c1] + c0
Y = X × {X × [X × (0 + c3) + c2[ + c1} + c0

Codified:

double X, Y, c[] = {c3, c2, c1, c0};

for (int i = 0, X = 0.0, Y = 0.0; 

   I < n; i++) Y = Y*X + c[i];

This has been implemented in the 
EvaluatePolynomial() function in the 
included code samples (see Project Files) 
and will take the array of coefficients as a 
parameter. By factoring out the X values and 
putting the accumulation of factor values into 
a for loop, you eliminate the need to calculate 
the powers of X, making the computation 

much more efficient. Notice that it is now 
another multiply/accumulate operation.

In the spreadsheet, the C2:C8 range 
calculates the values using the powers of X 
while the D2:D8 range uses Horner’s rule to 
calculate the same values. The formulas being 
used are:

=+A2^4*$F$21+A2^3*$G$21+A2^2*$H$21+ 
A2*$I$21+$J$21

and

= A2*(A2*(A2*(A2*($A$10)+$B$10)+$C$10)+
$D$10)+$E$10

When you recognize the Horner’s rule pattern, 
it is actually easier to type it in for any given 
order.

The LINEST() function is used to calculate 
the equation displayed in Figure 1. This 
function returns an array. The five tables that 
are displayed are the LINEST() arrays for 
first- through fifth-order polynomials. Notice 
that column numbers vary according to the 
order. For instance, the table in the F21:J25  
range is five rows and polynomial order plus 
one column. The table is specified as: 

{=LINEST($B$3:$B$7,$A$3:$A$7^{1,2,3, 
4},TRUE,TRUE)} 

Select the entire range and go to “Formulas/
Insert Function” to pop up the “Insert 
Function” dialog box. Select “LINEST” to get 
the “Function Arguments” dialog box. Select 
the ranges for “Known_ys” and “Known_xs” 
to specify the input data. Set “Const” to 
“TRUE” to compute the Y Intercept normally 
and set “Stats” to “TRUE” to output the 
regression statistics. This will set the upper 
left hand cell to:

=LINEST($B$3:$B$7,$A$3:$A$7,TRUE,TRUE)

To see the data for a fourth-order 
polynomial, edit the cell normally and add the 
“^{1,2,3,4}” to the “$A$3:$A$7” parameter. 
The first-order polynomial is specified 
as “^{1}.” The second-order polynomial 
is specified as “^{1,2}.” The third-order 
polynomial is specified as “^{1,2,3}.” The 
fourth-order polynomial is specified as 
“^{1,2,3,4}.” The fifth-order polynomial is 
specified as “^{1,2,3,4,5}.” The sixth-order 
polynomial is specified as “^{1,2,3,4,5,6}.”

The curly brackets specify that this is an 
array function. This is important! They must 
be added by selecting the data and pressing 
“CTRL+SHIFT+ENTER” to add the formula as 
an array. If you have problems, copy and 
delete the formula from the white formula 

“All you need to determine 

the engineering unit’s value 

that is being measured 

is the A/D reading and 

an array of calibrated 

coefficients.”
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bar at the top of the page. Select the 5 × 5 

cell range.

All the cells will be blue except the top left 

cell, which will be white. Use the mouse to 

select the formula bar at the top and paste 

the LINEST formula back into the line. Press 

the “CTRL+SHIFT+ENTER” to add it as an 

array. Now select the output range and format 

the numbers as “Scientific” to four decimal 

places.

You don’t have to display the entire table. 

You can display only part of it by using the 

INDEX() function as shown in the A13:A17 

range. These are the “Coefficients of 

Determination” for the first five orders. They 

are what is displayed on the chart as the “R2” 

number. They can enable you to determine 

the best order without going through all 

the graphing and so forth. The fourth-order 

polynomial’s coefficients are displayed in the 

A20:A24 range in the same way.

The last thing I want you to notice is 

the charted point for “X=4095.” See how it 

kicks back up at the end? Even though the 

calculated polynomial passes exactly through 

each and every point, it is not necessarily a 

good fit. You have to use enough input points 

to describe the curve for the entire range in 

which you are interested. You may have to 

use a different polynomial order and suffer 

the resulting loss of accuracy to get the most 

usable fit.

Always remember all these polynomials 

are just best-guess estimates, even if they 

are backed up with sound mathematics. You, 

the engineer, have to make the final well-

reasoned decision.

DIGITAL TO ANALOG
There is always the problem of converting 

back from your Y value to the corresponding X 

value. I am including code to accomplish this 

as long as Y always increases (or decreases) as 

X increases. Please note that for polynomials 

that are two or greater, multiple X values 

can evaluate the same Y value. I am going to 

specify that for any given Y, there is a unique 

X value. You are on your own to answer this 

question in other circumstances.

At the end of my sophomore year of 

college, I ran out of money and had to 

drop out of school and get a job. I wound 

up spending eight years as a carpenter 

and cabinet maker, which you would think 

wouldn’t relate very well to computers. You 

would be wrong.

Lessons in each field can be applied to 

other fields with good results. For instance, 

I always needed unknown-sized shims and I 

couldn’t carry around everything I needed. I 

realized that for anything from 0.03125” to 

a full inch that I could just carry the powers 

of two fractional inch shims (i.e. 0.5“, 0.25“, 

0.125“, 0.0625“, and 0.03125“) and create 

anything I needed by adding them together. 

If I needed a 0.75“ shim, I would use a 0.5“ 

and a 0.25“ shim to create it. Likewise, 

0.875“ would be 0.5“ + 0.25“ + 0.125“, and 

so on.

Later, after I had read Freescale 

Semiconductor’s “MCF5282 and MCF5216 

ColdFire Microcontroller User’s Manual,” I 

realized that a successive approximation 

ADC used this same principle. In Chapter 28, 

“Queued Analog-to-Digital Converter (QADC),” 

the manual explains how the user supplies the 

high- and low-reference voltages, VRH and 

VRL, and how the successive approximation 

register sequentially receives the conversion 

value one bit at a time, starting with 

the most-significant bit. The Successive 

Approximation Analog to Digital SAAD() “C” 

function simulates this operation.[2]

Since I specified that Y always increases as 

X increases, I can ensure I have accumulated 

the correct ADC value. If you want to know the 

ADC equivalent to an analog value, you can 

use this function to find it.

I included a program to exhaustively 

evaluate each value the ADC can produce to 

ensure that SAAD() finds the correct value 

for each one (see Project Files). It does as 

long as all values of Y ascend or descend, as 

the case must be. The code sample uses the 

coefficients for the fourth-order equation as 

its test case.

This is an instance where the Y values 

decrease as X increases and it fails when 

testing for the 3585 value. This is because 

of the reversal of direction where Y starts 

increasing as X increases, which makes the 

value comparison fail. The only way you would 

know would be to run the test program with 

your set of coefficients (remember to set the 

number of bits) and see that all values pass.

I have also included the code to compute 

the binomial least-squares fit coefficients. It is 

PROJECT FILES
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Probability and Statistics for Engineers, so you 

have the code to programmatically determine 

a second-order polynomial’s coefficients.

The code matches what is computed in 

Excel in the spreadsheet (see Project Files). 

Functions have also been supplied to return 

the values of “Not a Number,” “Positive 

Infinity,” and “Negative Infinity” so you can 

return those values when appropriate.

METHODS FOR SUCCESS
The first part of this article series 

discussed how to calibrate and recalibrate 

linear conversions. This article examined 

the tools to handle up to sixth-order 

polynomials. The code for binomial curve 

fitting is available (see Project Files) and a 

discussion for using scatter charts and the 

LINEST() function in Excel, complete with 

examples, has been presented.

Using these polynomials enables you to 

expand the range of transducers you can 

choose for your projects. It also enables you 

to design and implement equipment that 

doesn’t have to be linear.

Excel is the poor man’s tool for doing this. 

Various curve-fitting programs do a nice job, 

if you can afford them. There are books that 

discuss curve-fitting algorithms, if you want 

to explore them. The methods presented 

in this article series are enough to get you 

started.

With these methods, you should be able to 

handle the majority of situations you are 

likely to encounter and achieve precise and 

accurate readings within your system. Good 

luck with your experiments and excursions 

into the unknown. 
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BOM Quotation

In our last installment we generated a bill of mate-

rials (BOM) as a spreadsheet that could be used to 

manually order the parts we need for the board. 

Some supplier websites will let you upload your 

BOM to order your parts, but DesignSpark cuts 

out the intermediate steps and connects to the 

RS Components website for you.  The website 

doesn’t work worldwide yet, but I hear that they’re 

working on it. For this article, I set my locale 

to the United Kingdom (Settings 
  Preferences 

menu) since the website connection doesn’t work 

for Canadians yet.

So let’s see what will happens when we click 

on the BOM Quote, since the components I cre-

ated didn’t have any RS part numbers. Once 

you click on the button, DesignSpark will run the 

built-in BOM report using the fields that it knows 

about: Reference Designator, Quantity, Compo-

nent Name, Component Value, Package Name, 

Manufacturer,  Manufacturer Part Number, RS 

Part Number, and the Component Description. 

Note that the Package Name field is a separate 

field in the schematic symbol and not the PCB 

footprint name. Next, DesignSpark will log you 

into the RS website with your ModelSource ID so 

that the BOM can be uploaded to the RS website. 

The website will then do its best to match the 

component fields in the BOM to RS part num-

bers. When the RS part number field is blank, 

the website will propose its best matches.

For example, Figure 1 shows the proposed 

matches for the MMBT3904 in our design. There 

you can see that the website is using the Compo-

nent Name “NPN MMBT3904” as the main search 

term and that the website is proposing its clos-

est matches. If you click on the View full product 

details arrow on the bottom row, the table will 

expand to show more details like the component 

cost. In this case, we’ll accept the first match 

because it’s the correct part number. Figure 2 

shows another example.

This time the website couldn’t find an appropri-

ate match, which leaves a couple of options to 

find the correct part. If you have a RS account, 

then you can click on the Edit details link to mod-

ify the part information, but you will need to do 

this every time you upload a BOM that uses this 

part. For that reason I like to correct the part 

information in DesignSpark’s libraries instead.

The manufacturer part number “0805 100 5%” 

that was used by the website was actually the 

Component Name for R3 which means we should 

rename it. First, open the Library Manager and 

then navigate to the 100R component in the resis-

tor library. Here you will find a Rename button so 

that you can rename the part “0805 100r 5%.” 

By Neil Gruending 
(Canada)

DesignSpark 
Tips & Tricks
Day #6: After the layout

Figure 1.  

Best matching of the generic 

type code ‘NPN MMBT3904’ 

to RS Components part 

numbers.

Figure 2.  

Here we find the RS 

Components part numbers 

for 3k6 (3.6 kΩ) and 3k9 

(3.9 kΩ) SMD resistors.

Today we’re going to use the DesignSpark online BOM and PCB quoting tools to 

find out how much it would cost to build our example project. These tools can be a 

great time saver.
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The next step is to tell DesignSpark to reload the 

part parameters for R3 from the library. Normally 

you would use the “Update Components 
  All 

Components” command in the Tools menu or right 

clicking on R3 and selecting “Update Component.” 

But since we’ve changed the Component Name 

we’ll need to replace R3 with the updated com-

ponent by going into the Component Properties 

and clicking the Change button, see Figure 3.

The “Change Component” window will then open 

so that you will be able to select our new resistor 

from the library. Now when you click the “BOM 

Quote” button the RS website will recognize the 

modified 100R resistor.

Some parts like the LED will be difficult to match 

with just the component name so you could set 

the RS part number in the “RS Part Number” 

field instead. Then just update the component 

instead of changing the component. Once all the 

components have been updated then you can 

create an order pad by pressing “Add accepted 

items to order pad” where you can see the total 

costs and place an order.

PCB Quotation

We’ll also need a printed circuit board if we’re 

going to make our design, so let’s try using 

DesignSpark’s PCB quoting function. As part of 

the quoting process, DesignSpark will check if 

you’ve run a design rule check (DRC) on the 

board and that it’s within the design limits for 

the service. I had problems using Chrome as my 

default browser when trying the quotation func-

tion, so I used Internet Explorer for the rest of 

the quotation process. If you try and quote the 

circuit board as is, DesignSpark will warn you that 

the board is too small because the minimum size 

for quoting is 30 mm × 30 mm and our board is 

20 mm × 20 mm. If you ignore the error and try 

and get a quotation anyway, the quotation web-

site will fail. We will have to panelize our board 

to make it large enough to meet the minimum 

PCB size requirement.

Panelizing a circuit board refers putting multi-

ple copies of the circuit board onto a larger PCB 

panel for manufacturing. This is how a circuit 

board manufacturer produces circuit boards, but 

there is a point where it becomes cost prohibitive 

to cut out smaller boards out of large panels. So 

what we will do for our board is to duplicate the 

board four times to make it 43 mm × 43 mm 

instead, as a 2 × 2 array of boards with 3 mm 

between them. The extra 3 mm gives you room 

to cut out the boards.

DesignSpark can’t automatically panelize our 

board for us, but it is possible to do it manually 

by selecting the entire board, copying it and then 

pasting it back into the PCB file. Just make sure 

that you choose to not to merge the 5 V and 

GND nets when DesignSpark asks. Unfortunately, 

DesignSpark will also automatically increment all 

of the reference designators so that they don’t 

conflict with the rest of the boards. The only way 

to fix this is to manually edit, but this is tricky 

with DesignSpark because it requires that every 

component have a unique reference designator. 

One method is to give each board a unique suf-

fix to the designators when renaming them. For 

example R1 could be R1A, R1B, R1C and R1D.

DesignSpark will now be able to quote the pan-

elized board, but you will still need to contract 

the PCB manufacturer to make sure that they 

are able to accept panelized boards.

Conclusion

Today we modified our design so that DesignSpark 

could give us BOM and PCB cost estimates. Next 

time we’ll look at how DesignSpark can render 

a 3-D image of the board.

 (130247)

Figure 3. 

The component renaming 

window.
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Memories are pervasive in digital systems. 

Open up almost any modern computing, 

communication, entertainment, surveillance, 

or control system and you will find a handful 

of memory chips inside.

Digital data has to be stored in a suitable 

medium and made available as information 

processing devices work with it. Any 

digital data processor—a microprocessor, 

a microcontroller, a DSP, or a graphic 

processing unit (GPU)—must be paired with a 

suitable solid-state memory system to create 

a practical usable device. 

Several different IC memory technologies 

are available for digital system designers. 

Some are better in certain performance 

specifications than others. No currently 

available technology can claim to excel in all 

respects. This disparity has sustained several 

different memory technologies, such as 

dynamic RAM (DRAM) and static RAM (SRAM), 

which feature high access speed, and flash 

memory, which is known for its nonvolatility 

and high integration density. Digital systems 

often comprise several different memory 

types to take advantage of their unique 

performance and economic benefits.

This article discusses some interesting 

new memory technologies that have become 

available for use in embedded systems. I 

cover only those devices that are now 

commercially available, but bear in mind 

that many other technologies are 

being hotly pursued in academic 

and corporate research labs 

worldwide. As I examine 

these emerging memory 

technologies, it is important to 

understand that it has taken many 

years, the sustained efforts of many 

individuals, and enormous expenditures by 

technology companies to bring each of these 

memory technologies to market. Thus, each 

memory technology described is a testament 

to human ingenuity. 

PHASE-CHANGE RAM
One of the most interesting memory types 

to emerge in recent years is one that stores 

data as order or disorder in small islands of 

a special material. The structural transition 

between ordered and disordered phases is 

driven by controlled heating of the material 

island. Phase-change RAM (PRAM) has been 

in intensive development since the 1990s, but 

commercial products have only now become 

available.

It is well known that conducting materials, 

where atoms are regularly arranged, have 

high electrical conductivities compared to 

disordered conductors. This difference in 

conductivity is utilized by PRAM to store digital 

data. These devices use a “phase-change 

material,” such as germanium antimony 

telluride (Ge2Sb2Te5), which is abbreviated as 

GST. What is striking about this semiconductor 

material is that it can exist in both crystalline 

(ordered) and amorphous (disordered) forms, 

which can be transformed into each other by 

applying a very brief heat pulse. 

GST’s crystalline phase has orders of 

Emerging Memory Technologies
A variety of memory technologies is available for use with embedded systems. This article examines some 

newer technologies and provides details about phase-change, magnetoresistive, ferroelectric, and resistive 

memory types.

By Faiz Rahman (USA)

PHOTO 1

Micron Technology offers phase-

change RAM IC packages. (Image 

courtesy of Micron Technology)
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magnitude lower resistivity compared to its 

amorphous phase. PRAM devices use GST’s 

crystalline state to represent bit 1 and its 

amorphous state to represent bit 0. The two 

structural phases are stable, so phase-change 

memories are nonvolatile with data retention 

times in excess of 10 years at temperatures 

in excess of 100°C.  With repeated read-write 

cycles or endurance of more than a million 

cycles, PRAM is the leading candidate to 

replace ubiquitous flash memory for mass-

storage applications.

The main drawback of widely used flash 

memory is its slow access time. This makes it 

only suitable for use as a storage device. Flash 

memory also requires erasing an entire block 

before even 1 bit can be changed—a process 

that requires several milliseconds. PRAM, on 

the other hand, features write times of around 

100 ns and read times of around 20 ns, making 

it much faster. 

Figure 1 shows a typical PRAM cell’s 
structure. The storage node consists of a tiny 

island of GST on top of a titanium nitride (TiN) 

heater. The GST island is sandwiched between 

top and bottom electrodes and is contained 

within a silicon dioxide dielectric envelope. A 

memory cell selector transistor is fabricated 

on top of the storage node. This cell access 

transistor serves to select an individual 

addressed cell to write and read data.

To perform a write operation, the transistor 

drives a heating current into the TiN heater. 

Writing a 1 bit requires a low-value current 

pulse for several tens of nanoseconds. This 

causes the phase-change material to anneal 

itself (i.e., to adopt a low-resistivity ordered 

crystalline state). On the other hand, to write 

a 0 bit, a short-duration high-current pulse is 

injected, which melts the GST material and 

cools it down quickly before its atoms can 

arrange themselves into an ordered structure. 

The resulting glassy amorphous phase has a 

high resistivity. 

To read a PRAM cell’s state, its access 

transistor is made to inject a small constant 

current through the GST island. The resulting 

voltage drop across the cell is measured to 

reveal whether the cell is in a low-resistivity 

ordered state (bit 1) or a high-resistivity 

disordered state (bit 0). 

There have been several recent advances 

in PRAM technology. Perhaps the most 

remarkable is the ability to control the cell-

heating current precisely enough to create 

several intermediate cell-resistance values. 

This immediately increases the memory 

capacity as each cell can be made to store more 

than one bit. For example, if eight resistance 

values can be created and distinguished, then 

the cell can be used to store three bits, thus 

tripling the memory capacity. This is now a 

routinely used technique implemented with 

PRAM devices.

Another development, still in the research 

labs, is to stack several PRAM cell arrays on 

top of each other to create high-capacity 

chips. This fabrication technology has been 

demonstrated in principle but has not been 

implemented in real chips.

PRAM technology has historically been 

pursued by several companies, but there 

has been much consolidation over the years.  

Micron Technology and Samsung are currently 

leading PRAM chip development. Micron offers 

several PRAM chips in BGA and SOIC packages 

with capacities of 32, 64, and 128 Mb with 

operating speeds as high as 66 MHz. Both 

SPI and parallel interfaces are available, with 

the former targeted at flash-replacement 

applications and the latter intended for all 

other applications. Photo 1 shows Micron’s 
PRAM IC packages. 

Samsung has its own aggressive marketing 

plan for PRAM devices and has demonstrated 

experimental chips with capacities as high as 

512 Mb. The company will use its chips for 

in-house products and for sale to other OEMs. 

MAGNETORESISTIVE RAM
Computer boot times are a constant 

source of annoyance to many computer 

users. As previously mentioned, the source 

of the problem is the necessity to read data 
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The structure of phase-change RAM 

cells in reset and set states is shown. 
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FIGURE 2

A spin-torque magnetoresistive RAM 

cell’s structure includes a free layer, a 

tunnel barrier, and a fixed layer.
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PHOTO 2

Everspin Technologies’s EMD3D064M is 

a 64-Mb spin-torque magnetoresistive 

RAM IC. (Image courtesy of Everspin 

Technologies)

PHOTO 3

A 64-Mb spin-torque magnetoresistive 

RAM die from Everspin Technologies 

is shown. (Image courtesy of Everspin 

Technologies)

from a large, slow, 

but inexpensive memory 

(hard drive) to a small, fast, 

but expensive memory (DRAM), which the 

computer processor can directly access. 

We have all wished for a computer with no 

start-up delay that could be ready to use 

almost as soon as it was powered up. Such a 

computer will need to use an inexpensive but 

fast nonvolatile memory. This combination 

is difficult to come by, but proponents of 

magnetoresistive RAM (MRAM) think boot 

times could soon become outdated as this 

new memory becomes a mature product.

MRAM technology is based on using the 

direction of tiny magnetized regions as 

the means of encoding binary digits 0 and 

1. In this respect, it is similar to legacy 

memory technologies (e.g., bubble memory 

and magnetic-core memory), which once 

dominated storage in mainframe computers. 

MRAM contains an array of memory cells, 

each coupled to word and bit lines with an 

access transistor. Each MRAM chip’s memory 

cell is made of a tiny sandwich of magnetic 

and insulating thin films called a magnetic 

tunnel junction (MTJ). The MTJ behaves as 

a two-valued resistor. The resistance is 

dependent on one of two possible magnetic 

states. This bistability enables an MTJ to store 

a 0 or 1, just as the presence or absence of 

charge enables a DRAM to store information. 

However, an MTJ’s magnetic polarization states 

don’t need any power to survive (exactly as 

any ordinary magnet retains its magnetism 

without any external energy expenditure). So, 

unlike DRAM and SRAM, memory based on 

MTJs requires neither periodic refreshing nor 

power application to retain its contents.

The tunnel junction is made of two layers 

of magnetic material separated by a thin layer 

of a material that is both nonmagnetic and 

nonconducting. One magnetic layer is made 

from a magnetically hard material and has 

a fixed permanent magnetic orientation. The 

other layer is made from a magnetically soft 

material and is capable of switching its polarity 

from one orientation to the opposite one. This 

switch can be affected in a few nanoseconds 

by a current flowing into the magnetically soft 

layer whose magnetic orientation is free to 

rotate. 

The cell can be read by passing a current 

vertically through the MTJ. This current 

“tunnels” through the insulating layer 

between the two ferromagnetic layers. If 

the two ferromagnetic layers have the same 

magnetic orientation, then the cell has a low 

“magnetoresistance” and a large current 

flow. On the other hand, if the two layers 

have antiparallel orientation, then the cell’s 

magnetoresistance is high and a smaller 

current flows through it.

Figure 2 shows the structure for a “spin-

torque MRAM.” By measuring the current 

flow, it is possible to tell the two magnetic 

orientation states apart and thus the bit 

stored in the MRAM cell. Laboratory tests 

have consistently shown that MTJs’ magnetic 

states are very stable and unaffected by 

mechanical, thermal, and magnetic shocks. 

The rest of the circuitry needed to make a 

complete memory chip is essentially the same 

as with other CMOS solid-state memory types. 

Thus, MRAMs present the same external 

interface and communication protocols as 

any other semiconductor memory chip. This 

makes it easy to upgrade existing systems 

to use MRAMs instead of other conventional 

memories. 

MRAM’s nonvolatility alone will not make it a 

potential game-changing technology. Its high-

access speed is what makes it special. Unlike 

other nonvolatile memory (e.g., EEPROMs and 

flash), MRAM boasts typical access speeds of 

35 ns and potentially as short as 4 ns, with 

further developments. This combined with 

MRAM’s extremely high endurance and data 

retention periods of more than 20 years even 

makes the technology suitable for use as CPU 

cache memories, which is a very demanding 

application. 

One further advantage of MRAM is that 

its basic architecture—where the access 

transistor can be formed directly on top of 

the MTJ—enables very dense integration, 

greatly reducing the cost of storage per bit 

and making MRAM well suited for use in 

solid-state disks. Throw in its relatively low 

standby power dissipation of less than half a 

milliwatt, and MRAM also becomes attractive 
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for hand-held and portable devices. It is not 

difficult to see why this technology has been 

described as the “universal” memory device.

EMD3D064M MRAM is now available 

from Everspin Technologies (a spin-off from 

Freescale Semiconductor) in small-footprint 

BGA and DFN packages with either serial (SPI) 

or parallel interface (see Photo 2). Operating 

at a 3.3-V industry standard, these ICs are 

currently available with densities of up to 

16 Mb per chip. Photo 3 shows an Everspin 

Technologies 64-Mb MRAM die.

Other future vendors include Toshiba and 

Hynix Semiconductor, which have announced 

a joint venture for MRAM chip R&D and 

manufacturing. Some companies are already 

shipping products with small amounts of 

embedded MRAM. Buffalo Technology, for 

instance, is selling flash-based solid-state 

drives with an 8-MB MRAM cache memory. 

At the time of this writing, the high cost 

of MRAM devices and their relatively low 

capacities compared to that of other memory 

technologies remain as barriers to more 

widespread use. However, with ongoing 

developments, it is certain that in the 

near future, MRAM chip costs will reduce 

significantly while their storage capacities will 

rise, greatly increasing their usage in many 

digital systems. 

FERROELECTRIC RAM
DRAM is at the heart of all contemporary 

computers due to its fast access times, high 

integration density, and low cost. We are 

all familiar with the “boot time” that occurs 

every time a desktop or laptop computer is 

switched on. During this time, the OS and 

other start-up programs are read from the 

hard drive and stored into DRAM banks where 

these can be executed by the microprocessor 

in real time. 

In many ways, DRAM is an example of an 

ideal memory, if it weren’t for its volatility. 

DRAM stores binary digits 0 and 1 as the 

absence or presence of electrical charge, 

respectively, on tiny capacitors—one per 

memory cell. Each capacitor is accessed by a 

dedicated access transistor for read and write 

operations.

The problem is that the charge stored 

in a DRAM cell tends to disappear due to 

self discharge after only a few milliseconds. 

This means that all DRAM chips have to be 

periodically read and every cell’s state must 

be restored every few milliseconds. The 

requirement for periodic “refresh” operations 

increases the power consumption of DRAM 

banks, in addition to endangering data integrity 

in the case of even short power supply dips.

Within this backdrop, ferroelectric RAM 

(FRAM) became a potential game changer 

when it was introduced in the early 1990s.

FRAM is similar to DRAM but uses a 

different material for its capacitor dielectric. 

Therein lies the main difference between 

the two memory types. FRAM utilizes 

“ferroelectric materials” as memory cell 

capacitor dielectric material. A ferroelectric 

material—placed inside an electric field 

(e.g., a capacitor)—becomes polarized with 

a permanent electric field, which it retains 

even when the external polarizing field is 

removed. This essentially means that once 

a ferroelectric capacitor is charged and the 

voltage across it is removed, an electric field 

still remains between the capacitor plates. 

The direction of the polarization field depends 

on which way the capacitor was charged to 

PHOTO 4

This is Cypress Semiconductor’s 1-MB 

parallel access FM28V100 ferroelectric 

RAM IC. (Image courtesy of Cypress 

Semiconductor)
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FIGURE 3

A ferroelectric RAM cell’s organizational 

structure is shown.
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polarize the ferroelectric dielectric.

This behavior is similar to ferromagnetic 

materials placed inside magnetic fields when 

they can be polarized to become permanent 

magnets. This similarity is why the term 

“ferro” exists in the word ferroelectric, 

otherwise these two classes of materials 

have little in common. A class of materials 

called “perovskite” has often been used in 

ferroelectric memory cell applications. 

The permanence of induced electrical 

polarization in ferroelectric capacitors endows 

FRAMs with their nonvolatility. To write a 

particular bit, a FRAM’s cell capacitor is 

briefly charged in one direction to polarize 

the ferroelectric material between its plates. 

The capacitor voltage can then be removed 

and the bit state will be retained in the 

directional sense of the dielectric material’s 

polarization. No charges may leak away, and 

the polarization can be maintained for many 

years making FRAM, in a sense, a nonvolatile 

analog of DRAM.

Figure 3 shows a FRAM cell’s organizational 

structure. The ferroelectric capacitor 

is connected to one of the cell selector 

transistor’s terminals; the other terminal is 

the bit line. The transistor’s gate is connected 

to the word line. When both the bit and word 

lines are driven high, the cell is selected and 

the desired memory operation is performed, 

depending on the potential at the other end of 

the capacitor. 

Several companies have active FRAM 

developments. Ramtron International has 

worked on this technology for a long time. 

Ramtron was recently acquired by Cypress 

Semiconductor and currently offers several 

FRAM devices. Serial and parallel FRAM is 

available with capacities up to 8 Mb per 

device. 

Photo 4 shows a Cypress 1-Mb parallel 

access FM28V100. Cypress also offers a low-

energy variety of FRAM with active current as 

low as 3.2 µA.

Cypress even integrated its FRAM module 

into the FM6124-QG, a complete system-

on-a-chip (SoC) that is a standalone event 

recorder (see Photo 5). Although this device 

is no longer available, its development shows 

that FRAM blocks can be embedded into 

digital system ICs to obtain chips that do not 

require external memory support.

Texas Instruments also offers embedded 

FRAM products. Its MSP430FR58 and 59 

series microcontrollers feature up to 64 KB of 

integrated FRAM.

A big advantage of using FRAM in 

microcontrollers is that just one memory can 

be used for program, data, and information 

storage instead of having to use separate flash, 

SRAM, and EEPROM blocks, which has been the 

trend so far. This makes programming easier 

and also reduces power consumption. Similar 

products are also available from Fujitsu.

RESISTIVE RAM
Phase-change memory uses programmed 

heat-generating current pulses to affect 

memory cell resistance changes. However, 

resistive RAM (ReRAM)—a still developing 

memory breed—uses voltage pulses to make 

resistance changes. This memory technology 

utilizes materials and structures where 

suitable voltages can alter memory cells’ 

resistive states so they can store one or more 

data bits, similar to PRAM.

There are strong hints that ReRAM is 

capable of very fast switching with symmetric 

read and write times of less than 10 ns. 

This comes with a remarkably low power 

consumption, which should make this 

technology ideal for many applications.

As if these attributes were not enough, 

ReRAM cells are very small and can be placed 

extremely close together, which results in 

high-density memory fabrics. Several research 

PHOTO 5

Cypress Semiconductor’s FM6124-QG 

is a complete SoC. (Photo courtesy of 

Cypress Semiconductor)

Access Speed 

(Read/Write 

Time)

Symmetric 

Access

Power 

Consumption
Endurance

Data 

Retention

Integration 

Density

Noise 

Immunity

PRAM Medium No High High High Medium High

MRAM Fast Yes Medium High High High High

FRAM Fast Yes Low High High High High

ReRAM Fast Yes Low High High High High

TABLE 1

This table compares the performance 

attributes of different emerging 

memory technologies.
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organizations have already demonstrated 

ReRAM cells smaller than 30 nm × 30 nm. It is 

easy to see that ReRAM’s outstanding features 

will attract a lot of attention, which is exactly 

what is happening.

A ReRAM cell is made from a “resistive-

switching” material. This is any inorganic or 

organic material whose electrical resistance 

can be stably switched between a high and 

low resistance state by applying a suitable 

current pulse. Depending on the material 

involved, the resistance switching can occur 

because of the formation and disappearance 

of filamentary conducting paths or due to the 

movement of individual atoms in the crystal 

lattice.

Examples of materials that can exhibit this 

functionality include nickel oxide, tantalum 

pentoxide, titanium dioxide, and even silicon 

dioxide. The relevant facts are that the 

switching action is extremely fast (typically 

taking place in just a few nanoseconds) and 

the resistive state is reversible, nonvolatile, 

and needs very low switching energy.

Figure 4 shows a typical ReRAM cell’s 

structure where the resistive cell stack is 

located just above the cell selection transistor. 

M2 and M1 are the top and bottom electrodes 

that sandwich the tantalum and titanium 

oxide-resistive element placed between 

ruthenium contacts. This design’s compact 

vertical structure reduces the silicon chip 

area required for each memory cell, making 

high-density integration possible. 

Several companies have announced ReRAM 

products that are in development or available 

in low sampling volumes. Micron and Sony 

have entered into a joint-venture agreement 

to develop ReRAM chips.

In early 2011, Elpida Memory developed a 

64-Mb ReRAM chip using a 50-nm process. 

The company is working on producing 

���������� ������	

� ���
��� FIGURE 4

A typical resistive RAM cell’s structure 

is shown.
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much higher-density chips later this year. 

Other companies known to be working on 

this technology include Samsung, Hynix, 

Sharp, Fujitsu, and Taiwan Semiconductor 

Manufacturing.

Panasonic has gone even further by 

announcing a microprocessor with a 

built-in ReRAM block. This device boasts 

power consumption of only a few hundred 

microwatts and is aimed at low-power, high-

battery endurance applications.

Evaluation kits for the Panasonic processor 

are already available. IMEC, a European 

semiconductor research organization, has 

also described the development of high-

specification ReRAM ICs at developer 

conferences. ReRAM’s impressive performance 

metrics are serving to bolster the development 

of this memory technology. We are certain to 

see ReRAM ICs becoming widely available two 

to three years from now.

THE WINNING TECHNOLOGY
A multitude of new memory technologies 

are vying for influence. Which one or two will 

emerge as commercially successful products? 

The answer is not clear despite manufacturers 

arguing strongly in favor of their respective 

products. To be commercially viable, any 

technology needs to meet a set of stringent 

requirements that include widespread 

availability and reasonably low cost.

In the case of memory technologies, 

another important requirement is availability 

at high-storage densities. This is where most 

new memory technologies tend to struggle. 

Memory densities rise incrementally, so 

it takes many years before a memory 

type matures enough to be commercially 

available as a large-capacity chip. What is 

clear is that some, if not all, of the memory 

technologies examined in this article will 

become mainstream in upcoming years. 

Anticipating their emergence, Table 1 

compares the attributes of these currently 

known technologies.

Despite some of the hype surrounding 

these emerging memory technologies, it is 

reasonable to assert that no one memory will 

be “universal” (i.e., capable of replacing all 

other types in a complex application). Rather, 

each will open up its own niche. However, it is 

clear that all the new memory technologies 

have strong performance attributes, which 

will make them popular and enable higher-

performance digital systems. The next few 

years will see some of these technologies 

becoming commonplace, further expanding 

the options available to digital system 

designers. 
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Around 1840, Moritz von Jacobi postulated a 

fundamental law of electrical engineering, 

which has since become known as Jacobi’s law. 

It states that maximum power from a source, 

when viewed from the output terminals, is 

obtained when the source’s internal impedance 

and the load impedance match.

Consider the DC circuit shown in Figure 1a. 

Here, both the internal and the load impedances 

are purely resistive. The generator comprises 

a DC voltage source VI and internal resistance 

RI. The output terminals are load resistor RL’s 

terminals.

The blue trace in Figure 1b shows the 

power transferred in relation to the RI:RL

ratio. Maximum power is being transferred 

only when the two resistors are equal. 

Because equal current flows through the two 

equal resistors RI and RL, 50% of the power is 

dissipated by each resistor. Since one half of 

the power is wasted in the source’s internal 

resistance, the power transfer efficiency 

is a mere 50%. This has sometimes led to 

an incorrect conclusion that no more than 

50% efficiency can be achieved in electrical 

circuits.

This is not what Jacobi’s law means. It 

tells us how to choose a load resistor RL

for maximum power transfer, given the 

internal resistance RI, but is not intended for 

selection of the internal resistance RI, given 

the load RL. 

Efficiency η (Greek letter eta), of this 

simple circuit is shown by the red trace in 

Figure 1b, which plots the efficiency η with 

respect to the load and internal resistance 

ratio. It is calculated as:

η =
R

R  + R
 =

1

1 + 
R

R

L

L IR  R  + R I

L

For maximum efficiency, RI should be as 

small as possible when compared to RL to 

minimize loss in the generator. To visualize 

the concept, consider three fundamental 

conditions: First, RL = RI . As we have already 

seen, η = 0.5 (i.e., 50%). If RL = ∞ or RI = 0, η 

= 1 (i.e., 100%). And if RL = 0, η = 0. In other 

words, with decreasing RI and/or increasing 

RL, η is approaching 100%.

When RL = 0, which is a short circuit, the 

efficiency becomes zero, as all the power is 

wasted in RI. While the efficiency grows with 

Impedance Matching
According to Jacobi’s law, impedance matching is an important design consideration, 

especially in communications and when working with high frequencies. This article 

shows a practical implementation in the form of an antenna for a garage door 

opener.

By George Novacek (Canada)

FIGURE 1

a—The generator with its internal 

resistance RI and the load resistance 

RL is shown. b—The blue trace is the 

plot of the power dissipated by RL 

vs. RI when RI is constant. The red 

trace shows the transfer efficiency 

dependence on an RI:RL ratio.

���� ���� ����a)
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increasing RL and/or decreasing RI, the total 

amount of power transferred decreases on 

both sides of the RI = RL condition.

DC POWER TRANSFER 
There aren’t many situations where a DC 

power transfer is an issue. However, it is an 

important design aspect when working with 

AC signals, especially at higher frequencies. 

The concept remains the same, except 

the resistances are replaced with complex 

impedances.

Once again, for maximum power transfer 

ZI = ZL, which can be written as:

R   jX  R   jXI IR  R   j L L jX± ± jX  = R  I II I jX  X  L LL LR  R  

The resistive components must match, RI

= RL, while the reactive components must 

cancel each other, that is XI = –XL . When this 

happens, the circuit resonates at the following 

frequency:

f = 
1

2 LCπ

MATCHING REQUIREMENTS
This is when, things become interesting— 

particularly in communications, be it digital 

(e.g., the USB protocol), analog, or RF. Even 

a PCB layout needs to respect impedance-

matching requirements.

Take a microprocessor running at a 

relatively slow, 100-MHz clock speed. One 

requirement for a reliable digital operation 

is a crisp clock (i.e., a rectangular clock 

waveform with short rise and fall times). 

A rectangular wave is composed of its 

fundamental frequency and several of its odd 

harmonics. Generally, all odd harmonics up to 

about the 15th are needed for a reasonably 

crisp clock.

Now, let’s do the math: The 100-MHz 

clock’s 15th harmonic is 1,500 MHz. Its 

wavelength λ (Greek letter lambda) is 

approximately 200 mm (199.862 mm to be 

precise).

A PCB trace or a conductor with a 

length exceeding λ/8 begins to behave 

as a transmission line. In our example, 

this would be 25 mm, or a little less than 

1”. Such a length is easily exceeded if the 

clock is distributed to several ICs. When a 

connection becomes a transmission line, it 

exhibits a characteristic impedance based on 

its physical properties and the line must be 

terminated at both ends.

The source and the load impedances 

must match that of the transmission line. 

This is not just to ensure maximum power 

transfer—which may not be needed—but if 

the impedances are not matched, standing 

waves develop along the line as some of 

the power is reflected back. This can cause 

unwanted electromagnetic interference 

(EMI) and the signal itself can become 

corrupted. Physical damage to the hardware 

can even result from a serious impedance 

mismatch. The match’s degree is expressed 

as a standing wave ratio (SWR):

SWR = 
Z

Z
 for Z Z

L

0

L 0
≥

and

SWR = 
Z

Z
 for Z Z

0

0

L

L
≥

SWR = 1 is perfect, but SWR <= 2 is considered 

a good match. Instead of SWR, standing wave 

voltage ratio (SWVR) is often used because it 

can be easily measured. 

Matched impedance equipment is used 

every day (e.g., telephones, computer interface 

cables, Ethernet, serial communications 

cables, and RF coaxial or twin lead cables for 

TV distribution). Each interface cable class is 

designed to have a certain impedance to make 

FIGURE 3

A 1:1 50-Ω balun made out of a coaxial 

cable is shown.������� ���	
���������
Ω����������
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FIGURE 2

This is the dipole antenna for 315 MHz 

(not to scale).
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its matching universal for given applications. 

For instance, with RF work, a 50-Ω impedance 

is conventional.

Impedance matching methods are beyond 

the scope of this article, but I will mention 

that resistors and transformers are used 

to match resistance while networks with 

capacitors and/or inductors are used to cancel 

the reactive components.

A PRACTICAL EXAMPLE 
Let’s consider a practical impedance 

matching example. My garage door opener’s 

operating range along my approximately 

150’ (46-m) long driveway was poor and 

inconsistent. Both the transmitter and the 

receiver use surface acoustic wave (SAW) 

resonators to control their frequency, so the 

poor range was not due to detuning.

Increasing the transmitter power to 

extend the range was not an option. I figured 

a combination of the signal absorption plus 

multipath distortion were the most likely 

culprits of the poor range. I decided to build 

a good antenna for the receiver to fix the 

problem.

The original antenna was a piece of a λ/4 

long wire that was around 9.4” (238 mm) 

for its 315-MHz operating frequency. This 

indicated the receiver’s input impedance to 

be about 50 Ω (the theoretical impedance of 

a monopole λ/4 antenna is 36 Ω). I decided to 

replace it with a three-element Yagi antenna 

to increase the gain and directionality. I used 

a free YagiCAD program I had used in other 

projects for the design.

Figure 2 shows the antenna. The driven 

element is a dipole with about 50-Ω impedance 

(theoretical dipole impedance is 73 Ω). The 

calculated gain is 7.7 dB with directionality in 

the horizontal plane also shown in Figure 2. 

The antenna gain is expressed as a ratio of 

its output to a theoretical isotropic antenna 

with a spherical radiation pattern. The gain 

is achieved by focusing the beam, just like 

putting a reflector behind a light bulb.

I built the antenna with 0.5” plumbing 

copper pipe because it is easy to work with. 

At 315 MHz, the skin effect causes the surface 

current penetration of a mere 3.67 µm, so 

just about any stiff conductor would work. To 

keep the construction simple, I used a piece 

of wood for the boom and placed the antenna 

in the rafters above the garage. 

RG213 coaxial cable is a good choice for 

connection to the receiver. It is popular among 

Ham amateurs due to its characteristics (i.e., 

50-Ω impedance, reasonable price, and low 

loss).

The receiver and the dipole are good match 

for the 50-Ω coaxial cable. The only problem is 

that the dipole’s impedance is balanced while 

the coaxial cable and the receiver impedances 

are unbalanced. The solution is to use a 

1:1 balun (i.e., a balanced-to-unbalanced 

transformer). You can purchase it, but it’s 

easy to make one (see Figure 3). Just add 

a loop of the coaxial λ/2 long, which causes 

180° phase shift of the signal and, voilá, you 

have symmetry. Half the wave length of a 

315-MHz signal is 18.74” (476 mm). 

With a coaxial cable, the RF wave does not 

propagate as fast as in vacuum; therefore 

you must take the coaxial cable type’s specific 

propagation velocity factor into account. For 

RG213, it is 66%. Consequently, the loop’s 

length will be 12.4” (314 mm). With the 

antenna installed, the garage door opener 

range increased significantly. The door can 

now be consistently operated from the road. 

A GOOD UNDERSTANDING
We encounter impedance matching issues 

daily, especially when interfacing a diversity of 

electronic equipment. Most of the time, we 

purchase hardware with proper cables and 

terminations without even realizing impedance 

matching was designed in. Nevertheless, it’s 

always good to understand what goes on 

behind the scenes. 
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Embedded Linux 

Made Easy
Today Linux can be found running on all sorts 

of devices, even coffee machines. Many elec-

tronics enthusiasts will be keen to use Linux as 

the basis of a new microcontroller project, but 

the apparent comple xity of the operating 

system and the high price of development 
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populated and tested circuit board. This board 

includes everything necessary for a modern 

embedded project: a USB inter face, an SD 

card connection and various other expansion 
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an Ethernet network.
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I
n 1975, I was working on a PDP-11 system 

that used the RT-11 file system. I noticed 

that the disk access became slower over time. 

You could issue the SQUeeze command to 

the file system (all 2.5 MB of it), which would 

resolve this problem. Of course, the command 

took almost a day to complete.

PCs had a similar problem caused by disk 

fragmentation that prompted many people 

to buy a new PC when their 

old one moved at a sluggish 

pace. They thought it was worn 

out. Instead the disk was just 

fragmented. Disk fragmentation 

happens any time one file’s data 

is located in noncontiguous 

physical locations on the disk.

Once when my dentist 

complained about how slow his 

PC had become, he asked me 

for recommendations for a new 

PC. I suggested he use a defrag 

program instead of replacing his 

PC. He was very grateful—but he 

still drills me now and again.

STRUCTURE MATTERS
Both problems were caused by the file 

system’s architecture. File systems have a 

physical disk structure that defines where 

the data is stored in the physical media (e.g., 

hard drive, floppy, USB stick, or flash drive). 

The logical disk structure defines how files 

are stored on the disk. The way in which the 

design maps the logical disk structure to the 

physical disk structure dramatically affects 

any file system’s performance and reliability.

For example, neither the Macintosh file 

system (after OS 10.2) nor Linux systems 

need defragging. Both have file structures 

that do not require this operation.

I bring this up because most people 

are familiar with older Windows systems’ 

defragging requirements. Most don’t know 

that this is not inherent in all file systems 

but is due to a design decision about the 

file system’s structure. The file system’s 

structure can affect things such as robustness 

over time, excessive disk space usage, and so 

forth. 

This brings us to another feature critical 

to embedded systems: robustness across 

unexpected power outages or system 

crashes. If you are using a file system in 

an embedded system, you don’t want it to 

ever get corrupted across a power outage or 

crash! Some file systems prevent this from 

happening by requiring an orderly shutdown. 

With embedded systems, you don’t want to 

require an orderly shutdown to be performed 

before you power down.

One embedded Linux single-board 

computer (SBC) provider continues to provide 

misinformation about this on its website. It 

insists that embedded systems must provide 

an orderly Linux shutdown to prevent data 

corruption. Really? This depends on what 

Linux file system you are using. Thus, it is 

important for you as the designer to know 

exactly what your file system can and cannot 

do. Can it be powered down 10,000 times 

without corrupting the data?

One of the top RTOS developers didn’t do 

this on a system we designed and it required 

us to retrofit thousands of devices already 

in the field with a battery backup to prevent 

Embedded File Systems 
(Part 2)
File System Integrity
The first part of this article series introduced the topic of Linux embedded file 

systems. This article discusses file system integrity across power outages and 

system crashes and describes some integrity assurance solutions.

By Bob Japenga (USA)

EMBEDDED IN THIN SLICES

”It is important for you as 

the designer to know exactly 

what your file system can 

and cannot do. Can it be 

powered down 10,000 times 

without corrupting data?” 
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unrecoverable data corruption following 

inadvertent loss of power.

In the same way smart file system 

architecture can eliminate the need for 

defragging, your file system’s architecture 

can affect whether or not a file system’s 

integrity can be guaranteed across every 

power-down scenario. Let’s start by looking 

at the problem.

THE POWER-DOWN PROBLEM
Early on, when using SD cards and 

compact flash in cameras and other devices, 

many users discovered that the inexpensive 

cards could get corrupted when removing 

the card while writing to it. When the cards 

became corrupted, you could lose all of your 

data on the card.

Even today, my new Nikon camera has 

strict warnings: Do not remove the card 

while the access light is on. If you ever had 

an SD card, compact flash, or memory stick 

become corrupted and lose all of its data 

(your pictures, songs, etc.), you know how 

frustrating that can be.

Imagine if my company put this sticker on 

a embedded medical device we designed to go 

inside the human body: Don’t remove power 

without first performing an orderly shutdown. 

They would probably call for a medical orderly 

after they shut us down. Embedded systems 

usually cannot control when power is going 

to be removed. And not every system can 

be held up long enough to provide time to 

perform an orderly shutdown.

If all the information about a file could be 

atomically written to one location in the file 

system, powering down while writing to that 

one location would be acceptable. Only the 

most recent data would be lost. Other parts 

of the file system would not be corrupted.

But real file systems don’t keep all of the 

information about a file in one place. That 

would make accessing the file very time 

consuming. Imagine having to look across 

every block of a terabyte drive trying to find 

your unique file. As a minimum, file systems 

usually create other information about the file 

that they store in another place.

One example of this is directory 

information, which tells the system where 

the file is located. This makes finding your file 

faster. File systems also want to store other 

information, such as who has permission to 

read, write, delete, and append the file; who 

owns the file; when the file was last modified; 

when the file was created; when the file was 

last accessed; and pointers to the media’s 

physical blocks (hard drive or flash) where 

the file is kept. This is called metadata. 

Information about most files is contained in 

at least two locations: the directory and the 

file itself.

Therein lies the problem. If you write the 

data successfully and then start updating 

the directory when the power goes down, 

you run the risk of corrupting the directory 

entries for other files. This is unacceptable for 

embedded systems. You want a file system 

that can go through millions of shutdowns 

during file writes and never corrupt either the 

existing file being written or any other file in 

the system.

THE SOLUTION
Journaling file systems came to the rescue. 

The idea for such architecture was conceived 

in the 1980s. IN 1990, IBM released the first  

Journaled File System, which it called JFS.

The basic concept is that 

the file system creates a 

journal entry of all changes 

that are going to be made 

when a file is written or is 

changed. Thus, in case of an 

incomplete operation, it can 

quickly and easily back out 

the last change. If the power 

goes down or something 

causes the software to crash, 

the file system will not be 

corrupted and it can quickly 

recover. The file system can 

read the journal to recover 

the system to the point it was 

at just before the write was 

commanded. 

Some call journaling file 

systems log-structured file 

systems since the difference 

between keeping a log and 

keeping a journal is pretty 

minute. It is beyond the scope of this thin 

slice, but for argument’s sake, let’s consider 

log-structured file systems of the same ilk as 

journaling file systems.

LINUX FLASH-BASED 
JOURNALING FILE SYSTEMS

An embedded systems designer using 

Linux has several choices to make when 

selecting a file system. And the implications 

can be significant. Explanations of some of 

the journaling file systems we have used 

follows:

Journaling Flash File System V. 2 (JFFS2)—

This has been the industry benchmark for 

flash-based journaling file systems since 

it was the first one introduced into the 

mainstream Linux distribution. JFFS2 has 

compression built into its core. It also has 

wear leveling built into the structure.

We have worked mostly with JFFS2. It 

has several quirks we have discovered over 

”If you write the data 

successfully and then start 

updating the directory 

when the power goes 

down, you run the risk of 

corrupting the directory 

entries for other fi les. 

This is unacceptable for 

embedded systems.” 
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time. One is that, because of compression, 

you cannot tell exactly how much disk space 

you have left as you run low. For example, if 

there is 1 MB of raw disk space left and you 

have 2 MB of data to write, can you commit 

the write? You don’t know unless you know 

the esoteric compression algorithm efficiency 

on the particular data you want to write. We 

have worked around this algorithmically but 

it is nontrivial.

In addition, it can have a fairly long boot 

time on large (i.e., greater than 32 MB) 

flash drives. It also uses significantly more 

RAM than the other options. For us, JFFS2’s 

primary disadvantage is with larger flash 

drives. We are not convinced it works well on 

systems above 64 MB. 

Yet Another Flash File System V. 2 (YAFFS2)—

In 1975, a friend of mine kept going on and on 

about YACC (yet another compiler compiler). I 

didn’t even know why you needed a compiler 

to compile compiler code! Around 2001, the 

YAFFS2 creators reached back into that bit of 

history to create YAFFS.

We are currently using YAFFS2 on one 

system. Under our tests, it has proven to be 

very robust across thousands of power failures 

occurring during disk writes. According to 

the Yaffs website, it has been crash tested 

hundreds of thousands of times. Due to its 

architecture, YAFFS2 boots up much more 

quickly on large drives than JFFS2. YAFFS2 

takes significantly longer to remove a file than 

the other options.

We have very limited experience with 

quantities of these in the field so talk to me 

in a few years. We “chose” it because it came 

with the SBC we were using. Unlike JFFS2, 

YAFFS does not contain built-in compression. 

Unsorted Block Image File System (UBIFS)—

Considered the successor to JFFS2 because 

it contains journaling and compression, we 

seamlessly switched to UBIFS once on a 

project when JFFS2 was taking too long to 

boot. It reduced our boot time by 30 s! In most 

benchmark tests, it is faster than the other file 

systems in reads and writes and average on 

file deletions. We have had no problems using 

UBIFS. We have hundreds of thousands of 

JFFS2 systems in the field and comparatively 

few UBIFS. Again, talk to me in a few years

LogFS—In 2010, yet another flash file 

system (LogFS) was introduced into the 

mainstream Linux distribution. One of the 

problems with JFFS2 is that it keeps the inode 

tree (think of this as metadata handling where 

the logical blocks map to the physical blocks) 

in RAM so it must create this every time you 

boot. LogFS keeps this on disk. Clearly this 

creates some performance degradation, but 

we do not have any experience with this file 

system. 

CHOOSING A JOURNALING FILE 
SYSTEM

Some choices are made for you with the 

hardware. Not all file systems work with all 

the different kinds of flash. Sometimes you 

design around a SBC with a flash file system 

already installed. Yes you could change it—

but do you need to?

JFFS2 and UBIFS have built-in compression, 

which may drive your decision if you are 

concerned about how little disk space you 

have. Some are of the school that newer 

is better. Some like to stick with what they 

know and has proven robust. We have had 

just enough problems with JFFS2 that I tend 

to favor working with a later design (e.g., 

UBIFS). Benchmarks on UBIFS look very good 

(see Resources for more information).

CHOICES, CHOICES
As embedded systems designers, we 

sometimes wish we could have fewer options 

when choosing a processor, a RTOS, a file 

system, a development toolchain, and so 

forth.  But the fact remains that we do have 

many choices.

Understanding the implications of the 

choices will help us create more robust 

systems. Choosing a flash file system for your 

embedded Linux system is important. 

Hopefully I have introduced some options so 

you can take this beyond thin slices. 

circuitcellar.com/ccmaterials

RESOURCES

eLinux.org, “Flash Filesystem Benchmarks 3.1.” 

Yaffs, open-source file system, www.yaffs.net.
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I
n my last article, I introduced the concept 

of using logic analyzers built into your 

hardware design to debug and validate 

hardware implementations. In this article, 

I’d like to show you to something even more 

powerful: controlling hardware modules in an 

almost arbitrary fashion from your computer. 

This can greatly simplify your debugging and 

validation process.

The time you invest to learn these 

techniques will quickly come back to you in 

increased productivity. As always, detailed 

project files, example videos, and additional 

instructions are posted on the companion 

website, ProgrammableLogicInPractice.com.

HARDWARE CO-SIMULATION
Design simulation is almost always 

required for functional testing. Simulations 

enable rapid code iterations. You can easily 

probe into any network without lengthy 

synthesis/implementation phases.

There are two common downsides to 

simulation. First, in complex designs, it 

can take a long time to run the simulation. 

Second, your design may interface to external 

hardware, which you cannot accurately 

simulate.

Hardware co-simulation (HCS) is often 

the answer to both of these problems. In 

this article, I’ll describe using the Xilinx ISE 

toolchain, for which HCS is supported by the 

WebPack (free) version of the tools. With HCS, 

a module is pushed into your real FPGA, which 

communicates with the rest of the software-

based simulation over the JTAG connection.

There are some basic limitations: the clock 

to the module is not a predictable frequency, 

you can only select a single module to 

implement in hardware and you cannot push 

the topmost module to hardware. However, the 

single module chosen can have submodules. 

If you want to push your design’s topmost 

module into hardware, you will typically just 

need a wrapper.

If you are using HCS to increase the 

simulation speed of certain operations, the 

lack of a constant predictable clock isn’t 

normally an issue. For example, with a fast 

Fourier transform (FFT) operation, you may 

wish to push this into hardware. The time to 

Connecting FPGA 
Hardware to Virtual Test 
Benches
FPGA simulators are important when validating and debugging designs. But 

sometimes a critical design piece only exists in hardware, which limits testing to 

the physical device. This article introduces hardware co-simulation, which provides 

the flexibility and power of a computer-based simulation, but connects to a real 

module running on your physical FPGA.

By Colin O’Flynn (Canada)

PHOTO 1

Enabling hardware co-simulation 

is a simple matter of selecting the 

module, authorizing it, and defining 

the interface and clock. You may also 

need to specify a constraint (UCF) 

file if you’re interfacing to external 

hardware.

PROGRAMMABLE LOGIC IN PRACTICE
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download parameters, run the operation, and 

upload results back to the computer may be 

much faster than running the simulation on 

the computer.

I think HCS’s more interesting use is 

where your hardware interfaces to the real 

world. Perhaps you are using the memory 

controller block or a Xilinx PCI Express block 

in the FPGA and want to test your code with 

the exact external hardware. The example I’ll 

use builds on a simple serial block where the 

serial blocks are connected to a real hardware 

serial port.

A specific example of this may be when 

you are designing a serial protocol. You 

are developing the software API, which 

passes messages over the serial port to 

your hardware board. With HCS, you can 

use the real API developed with the physical 

hardware, send the messages out the serial 

port, receive them on the physical board, 

and then pass the messages into the FPGA 

simulator (see Figure 1).
Any output from the FPGA simulation 

is sent out the real physical port where the 

other device is listening. Is it crazy to take the 

messages from the computer and pass them 

out to hardware, only to bring them back 

into the computer? I don’t think so, because 

this flow enables you to test the system in 

a realistic situation, making your verification 

and debugging job easier. Since the code is 

running in simulation, you aren’t limited to 

only probing specific signals, as with an 

integrated logic analyzer (ILA). Of course, 

your FPGA may connect to other devices (e.g., 

a microcontroller) where, without HCS, it 

would be almost impossible to debug!

As an example, I ran Xilinx’s FFT tutorial 

(Application Note UG817, see Resources) on the 

Avnet LX9 MicroBoard. You’ll have to recreate 

the FFT core and adjust the number of samples 

to fit the LX9 (see detailed instructions at 

ProgrammableLogicInPractice.com). At this 

point, you could just run the FFT as a regular 

software simulation, but you’ll want to push 

the FFT operation down to hardware instead.

The HCS needs you to define a board-

support package (BSP) for your hardware. 

Basically you need to specify a clock source’s 

location. The HCS module will use this pin for 

its own clocking purpose. This clock will be 

different from any other clock your module 

may be using. The tools usually won’t work 

well if you reuse a clock.

From your test bench, you will normally 

input a clock into the unit under test (UUT). 

HCS treats this clock in a special manner and 

will generate it from the BSP-specified clock. 

This clock will be under software control and 

won’t run in a regular manner. In this FFT 

example, I measured the test bench clock as 

having a 50-ns pulse width, but pulses occur 

at a 40-to-1,100-Hz rate, depending on the 

interface.

To set up the BSP, find the hwcosim.bsp in 

your ISE installation. In my ISE installation, 

it is located at C:\Xilinx\14.4\ISE_DS\ISE\

sysgen\hwcosim\data\hwcosim.bsp. Listing 1 
shows an example of the BSP format to add 

support for the Avnet LX9 MicroBoard. 

With this file modified, you can launch (or 

relaunch) ISE. By selecting the appropriate 

board, you can enable the “Hardware Co-

Simulation” option for the device under 

test (DUT). Photo 1 shows the process and 
resulting icon indicating that hwcosim will 

be used. At this point, you simply select the 

test bench module (fp_fft_tb in Photo 1) and 
select “Simulate Behavioral Model” as normal.

SPEED-UP RESULTS
Note that the simulation’s speed will be 

highly dependent on the JTAG cable speed. The 

FFT’s software-only simulation takes 47.8 s. 

Using the Avnet LX9 MicroBoard with a built-

in USB-JTAG cable, the simulation takes 150 s 

and the test bench clock runs at between 40 

and 70 Hz. Using a Xilinx Platform Cable USB 

on the same board means the simulation takes 

only 11.2 s and the test bench clock runs at 

between 800 and 1,100 Hz. In this example, 

you need the Platform Cable USB’s additional 

FIGURE 1

Developing a computer interface for 

your FPGA? Why not use hardware 

co-simulation to enable your computer 

program to talk to your FPGA 

simulator. You are using the real 

hardware interface, but giving yourself 

the debugging and verification power a 

software simulator provides.
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Listing 1

You’ll have to add this code to the 

board support package for the 

hardware co-simulation. On my 

computer, this was installed at  

C:\Xilinx\14.4\ISE_DS\ISE\sysgen\

hwcosim\data\hwcosim.bsp.

  ‘lx9-jtag’ => {

    ‘Description’ => ‘LX9 (JTAG)’,

    ‘Vendor’ => ‘Xilinx’,

    ‘Type’ => ‘jtag’,

    ‘Part’ => ‘xc6slx9-2csg324’,

    ‘Clock’ => [

      {

        ‘Period’ => 10,

        ‘VariablePeriods’ => [ 15, 20, 30 ],

        ‘Pin’ => ‘C10’,

      },

    ],

    ‘BoundaryScanPosition’ => 1,

  },
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speed to make HCS worthwhile for speed 

improvements. I’ll discuss other uses for HCS 

where simulation speed isn’t the problem.

I haven’t covered another option for the 

HCS connection: Using an Ethernet link, which 

is even faster. This option is detailed in Xilinx’s 

UG817 Application Note (see Resources). If 

you are attempting to get the greatest speed, 

you’ll want to use the Ethernet interface 

instead of JTAG.

INCREMENTAL MADNESS
One of the HCS panel’s options is 

“incremental compile.” Normally, your design 

would be resynthesized every time you 

relaunch the simulation from ISE. If you are 

only changing the test bench, 

this is a huge waste of time, 

since there are no changes to 

the hardware design.

The incremental compile 

option causes implementation 

to be skipped, reusing the old 

bitstream. If you’re using the 

incremental compile option, 

be sure to disable it when you 

change your hardware file, 

otherwise it causes the expected 

problem of old code being used. 

This is frustrating when you are 

sure you fixed a bug, but your 

fixes don’t work because the old 

bitstream is still being used.

The incremental compile 

option can also cause odd-

sounding error messages and 

you may still have to occasionally 

use the “Cleanup Project Files” 

command under the project 

menu to clear everything. C’est la vie.

On a similar note: You won’t get nice 

synthesis results reports in the project 

navigator, showing you warnings that may 

be important. You can run synthesis as 

part of normal implementation if you want 

these reports. If you’re using Verilog, I also 

encourage you to use ‘default_nettype 

none at the start of each file to disable the 

default behavior that enables implied net 

creation.

USING CHIPSCOPE WITH HCS
In my previous article, I introduced you 

to ChipScope, Xilinx’s ILA. You can use these 

tools alongside HCS by sharing the JTAG 

connection. Within the FPGA, you need to 

specify that you want the ChipScope core to 

use a non-default boundary-scan connection, 

since HCS always uses the default block. The 

default block connection is via USER1, so 

instead you need to use another connection 

(e.g., USER2) for the ChipScope integrated 

logic controller (ILC). You can select this when 

inserting the ILC block.

Once you’ve appropriately configured the 

device, you can run the simulation with HCS. 

A few special commands are required to 

enable ChipScope and HCS to share the JTAG 

connection. 

Command 1: Start iSim, hit the Restart 

button. Command 2: Start the ChipScope 

Analyzer and then hit Connect. Command 3: 

Run the following two commands at the iSim 

console. Note the tb/uut name will vary 

depending on the device under test—this 

assumes you’ve called your testbench tb and 

the HCS module uut. Adjust as needed:

> scope tb/uut

> hwcosim set shareCable 1

Command 4: Set breakpoint on start of 

testbench code. Command 5: Hit Play in iSim. 

The bitstream downloads and the testbench 

starts, but then it breaks on the point you set 

up. Command 6: Hit Play on the ChipScope 

Analyzer. You can first test with a “trigger 

immediate” if you prefer. Command 7: Hit Play 

on iSim. The code runs as normal, and will 

trigger ChipScope when you expect.

These are the required instructions to 

share the Xilinx ChipScope Pro connection 

with HCS. They may require some alteration. 

You must ensure the ChipScope ILC core uses 

USER2 or some other non-default JTAG BSCAN 

primitive. (Note: A video version is available at 

ProgrammableLogicInPractice.com.)

You may wonder why you’d want to use 

ChipScope when you also have the software 

simulator to plot signals. The most basic 

reason is that the software simulator cannot 

plot “internal” signals running in hardware 

(i.e., you’d need to change the interface to 

bring them up to the test bench level). 

Next I will explain how to add external 

hardware into the co-simulation. This 

hardware could run at higher speeds 

asynchronously to the test bench. Remember 

the test bench clock typically appears in the 

hertz or kilohertz range, but now a portion 

of your hardware design could easily be 

running in the megahertz range. You need 

ChipScope to monitor the section of your 

design running from a different clock to the 

test bench.

�������� ��	
�� ����� ���� �������� ��� ���������
FIGURE 2

Using either JTAG or Ethernet control, 

the co-simulation module inside the 

FPGA controls the user module. The 

clock generated by the co-simulation 

module runs much slower than the 

external clock.

“You may wonder why 

you’d want to use Xilinx 

Ch ipScope when you 

also have the software 

simulator to plot signals. 

The most basic reason 

i s  that  the  so f tware 

simulator cannot plot 

‘internal’ signals running 

in hardware.” 
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FIGURE 3

a—The serial interface co-simulation’s 

complete setup is shown. FIFOs 

are used to cross the clock domain 

between the co-simulation module 

and the free-running hardware 

clock. An external reset pin is used 

to synchronize the test bench to a 

hardware event. b—When running, 

the serial test bench waits for the 

user to hit the physical PCB’s reset 

button, sends the string “ABC” out the 

serial lines, waits for three bytes to be 

received, and prints the hex value of 

those bytes.

EXTERNAL HARDWARE CONTROL
Now let’s get into something more 

interesting—interfacing external hardware to 

the HCS. I’ll go through two examples here: 

interfacing to a serial port and interfacing to 

DDR memory.

Figure 2 shows the general format. Note 
that there are suddenly two clock domains: 

the test bench clock being generated by the 

HCS controller logic and the clock connected to 

your hardware module.

Crossing clock domains is always important 

in FPGA designs, and this is no different. If you 

are unfamiliar with the usual techniques, see a 

suitable FPGA reference. I’ll use two standard 

techniques: a first in, first out (FIFO) to pass 

data between the clock domains and a simple 

handshaking protocol for some basic status 

exchange.

When connecting your test bench to the 

UUT, leave any external ports unconnected. 

You’ll also need a standard constraint (UCF) 

file, which the simulator will use during 

implementation to map those “unconnected” 

ports to the correct physical pins. In ISE, 

modify the “Simulate Behavioral Model” 

process properties and add a flag (e.g., 

-hwcosim_constraints Avt_S6LX9_MicroBoard_

UCF_110804.ucf) to the “other compiler 

options” field.

SERIAL KILLER
Reports of the serial port’s demise have 

been greatly exaggerated. I’m going to use it 

as a simple example of a computer interface. 

Ultimately, most interfaces end up being a 

method of shoveling bytes from the computer 

to your peripheral. In that regard, the serial 

port isn’t so different from any other interface.

Let’s look at how you can validate that your 

computer interface is working perfectly with 

the real computer. Figure 3a shows the test 
block diagram. Figure 3b shows the test’s 
flowchart.

This example shows a few interesting 

things. First, the test bench running on the 

computer waits for a signal from the physical 

hardware to start the test. This signal is the 

reset signal that is provided by a push button, 

but you can imagine a variety of other areas 

where you want the test bench to wait for a 

hardware event. The test bench uses a simple 

handshake to acknowledge the reset signal.

Second, a dual-clock FIFO is used to cross 

the clock domain from the test bench clock to 

the free-running hardware clock. In reality, 

remember the test bench clock typically runs 

much slower than the free-running hardware 

clock. For certain signals, you may get away 

with very basic methods to cross the clock 

domain due to this assumption. However, you 

should still be careful of the possibility of a 

metastable event being pushed into your free-

running clock domain.

MEMORY TEST
Let’s move onto another example. I will 

demonstrate how to use HCS to test a DDR 

memory interface. This example is typical of 

any high-speed interface. Often you want to 

validate that the hardware works before going 

deeper into the design/validation process. This 

means testing the board layout, the soldering 

of a prototype version, and even just general 

design principles.

For DDR, the design tools (I used Xilinx 

ISE) have a memory interface generator 

(MIG), which gives you a fairly high-level 

interface to the DDR memory. A tiny wrapper 

������ !"��� #�� ������� $%�� $&%�� $�%�� &'��( )�� ��� &'��( )�� ��� &'��( )�� �a) b)

Wrapper

*�++������'�� �������,,-, ��	
�� ��	��� ������CoSim

FIGURE 4

Interfacing to the LPDDR chip on the 

Xilinx Avnet LX9 MicroBoard provides a 

good example of validating a complex 

interface with a simple test bench. The 

wrapper around the Xilinx-provided 

memory controller contains no logic 

and only serves to provide the required 

interface for hardware co-simulation. 

The computer-based test bench has all 

the logic to test the DDR chip.

circuitcellar.com/ccmaterials

RESOURCES

C. O’Flynn, “Using Internal 

Logic Analyzers for FPGAs,” 

Circuit Cellar 279, 2013.

ProgrammableLogicIn 

Practice.com.

Xilinx, Inc., “ISim Hardware Co-Simulation 

Tutorial: Accelerating Floating Point FFT Sim-

ulation,” Application Note UG817, 2012.

———, “ISim Hardware Co-Simulation Tutorial: 

Interacting with Spartan-6 Memory Controller 

and On-Board DDR2 Memory,” Application Note 

UG818, 2011.

SOURCES

ISE Design Suite, ISE WebPACK design soft-

ware, PCI Express IP, Avnet Spartan 6LX9 

MicroBoard, Platform Cable USB, ChipScope 

ILA/ILC, and Spartan-6 FPGA SP601 Evalu-

ation kit

Xilinx, Inc. | www.xilinx.com



circuitcellar.com 57

C
O
L
U
M
N
S

around that generated core can be produced 

with minimal effort. On top of that, there 

is a simple test bench that validates the 

calibration procedure, along with some 

simple read/write tests.

In this example, you could even use the 

provided simulation models to first validate 

your test bench. But, if you are targeting 

other interfaces, you may not have such a 

luxury. 

Xilinx’s Application Note UG818 provides 

an example of this with DDR2 on the 

Spartan-6 FPGA SP601 board (see Resources). 

I’ve modified it to use the LPDDR on the Avnet 

LX9 MicroBoard.

Figure 4 shows the test setup’s design 

principles. The entire design is minimal, 

around 500 lines of Verilog code, most of 

which is port interfaces. The MIG tools also 

produce a synthesizable test system, but the 

point of this example is that you can use HCS 

to quickly validate any high-speed interface. 

This is especially helpful if PCB engineers are 

looking for feedback/validation of their layout 

before you’ve had time to invest in the FPGA 

development.

VALIDATION DONE
Hopefully this article has shown you how 

HCS can make your life easier. If you want to 

follow along, visit ProgrammableLogicIn 

Practice.com for complete source code and 

project files. Videos also demonstrate the 

example projects, so even if you don’t have 

the specific boards I’m using here, you can 

still see what the results should look like. 
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Welcome back to the Darker Side. In my 

last article, I explained how to wire a 

simple bipolar transistor to build an amplifier 

(“Bipolar Transistor Biasing” Circuit Cellar 

279). Even if I didn’t state it explicitly, these 

amplifiers were part of the so called Class-A 

amplifiers.

If you are an audiophile, you know there 

are plenty of other amplifier classes. They are 

identified by a long list of letters including 

the common A, AB, B, and D, but also more 

exotic letters including G, H, and even T. 

Their advantages and pitfalls are commonly 

discussed amongst audio geeks. Try to Google 

“best audio amplifier class” and you will 

receive more than 39 million answers.

Of course, amplifiers are used for more than 

just audio applications. Innovative amplifier 

designs are also required for RF systems, 

where efficiency is a key concern. Engineers 

have worked to develop some additional 

amplifier classes, namely C, E, and F.

This may seem overwhelming, so I thought 

it was a good subject for this column. Have a 

seat, as I try to explain the key differences 

between all these amplifier families.

AMPLIFIER BASICS
Let’s start with some basics. For simplicity, 

I will assume that the amplifier’s inputs and 

outputs are AC coupled through properly sized 

capacitors, so DC offsets are not a concern. I 

will also assume that the power supply could 

be either unipolar (V) or bipolar (±V) and that 

the signal’s polarity is not a problem (if so, it 

could easily be inverted with another small 

transistor used as a preamplifier).  

What is an amplifier? As shown in 

Figure 1, amplifiers are devices that must 

accept a given input signal VIN—for example, 

ranging from –VP(IN) to VP(IN)—and generate an 

amplified version VOUT of the input with some 

DC offset. So the amplifier’s output should be 

something like:

V  = V  + gain  VOUT OFFSET IN×

You may argue that this is more than 

simplified. You would be correct, as an 

amplifier can’t be restricted to a voltage 

amplifier. There are concerns regarding input 

and output impedances, which would lead 

to the associated current and power gain. 

Anyway, this article is only about amplifier 

classes and talking about voltage gain will be 

enough for this discussion.

Theory is easy, but difficulties arise when 

you actually want to design a real-world 

amplifier. What are your particular choices for 

its final amplifying stage?  

CLASS A
The first and simplest solution would be 

to use a single transistor in linear mode. This 

Amplifier Classes 
From A to H
What is an amplifier and how can you choose the right class type for your application? 

This article defines amplifiers and describes different classes to help you find the 

best combination of performance, efficiency, and cost for your design. 

By Robert Lacoste (France)

FIGURE 1

An amplifier is a simple concept, 

but there are plenty of options to 

implement it. ������������ ���	���
������ �����	�����	� ���� � �����������	
 ���� � ������

THE DARKER SIDE
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is what I presented in my previous article. 

Figure 2 shows a refreshed version.

Basically the transistor must be biased to 

have a collector voltage close to VCC/2 when 

no signal is applied on the input. This enables 

the output signal to swing either above or 

below this quiescent voltage depending on the 

input voltage polarity.

If you take another look at the schematic, 

you will understand that a current must 

continuously flow through the transistor to 

achieve this biasing set point. This current 

must never go down to zero, as you want it to 

stay in the transistor’s linear zone.

You could replace the bipolar transistor 

with some fancy MOSFET or use a pair of 

transistors to adopt a variant, but the concept 

would stay the same. It is a Class-A amplifier 

as long as the transistor is always conducting.

This solution’s advantages are numerous: 

simplicity, no need for a bipolar power supply, 

and excellent linearity as long as the output 

voltage doesn’t come too close to the power 

rails. This solution is considered as the perfect 

reference for audio applications. But there is 

a serious downside.

Because a continuous current flows 

through its collector, even without an input 

signal’s presence, this implies poor efficiency. 

In fact, a basic Class-A amplifier’s efficiency is 

barely more than 30%. It could be increased 

to 40% if the collector load is replaced with a 

coupling transformer, but that’s still low. And 

this poor efficiency means heat.

As an example, assume you want to build a 

stereo 2 × 100-W Class-A amplifier. If you do 

the math, you’ll find that around 300 W would 

be continuously dissipated in the amplifier’s 

transistors. This would be enough to keep 

your room at a warm temperature.

CLASS B
How can you improve an amplifier’s 

efficiency? You want to avoid a continuous 

current flowing in the output transistors as 

much as possible.

Class-B amplifiers use a pair of 

complementary transistors in a push-pull 

configuration (see Figure 3). The transistors 

are biased in such a way that one of the 

transistors conducts when the input signal 

is positive and the other conducts when it 

is negative. Both transistors never conduct 

at the same time, so there are very few 

losses. The current always goes to the load. 

Plenty of variants exist (e.g., with coupling 

transformers), but a Class-B classification 

always means each transistor conducts 50% 

of the time.

A Class-B amplifier has more improved 

efficiency compared to a Class-A amplifier. 

This is great, but there is a downside, right? 

The answer is unfortunately yes.

The downside is called crossover 

distortion. The problem is that it is 

impossible to ensure that one transistor 

will start to conduct exactly when its 

counterpart stops, whatever its external 

conditions (e.g., transistors’ temperature, 

dispersion in transistor’s behaviors, input 

signal frequency, etc.). Therefore, a Class-B 

amplifier suffers from a small distortion at 

each signal’s zero crossing. It could be small 

when the amplifier is properly designed, but 

it will never be as good as a Class-A amplifier.

CLASS AB
As its name indicates, Class-AB amplifiers 

are midway between Class A and Class B. 

FIGURE 2

a—A Class-A amplifier can be built 

around a simple transistor. b—The 

transistor must be biased in so it stays 

in the linear operating region (i.e., the 

transistor is always conducting).

��� ��� ��������������	
� �� ��������� ����������� ������� �� ������� �!�" ������� �!����#�$�$" #%#" ��&'&�"'&'���
FIGURE 3

a—Class-B amplifiers are usually 

built around a pair of complementary 

transistors. b—Each transistor  

conducts 50% of the time. This 

minimizes power losses, but at the 

expense of the crossover distortion 

at each zero crossing.

a) b)

a) b)

��� ���������������
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� 
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FIGURE 4

a—A Class-C RF amplifier’s concept is 

shown. R1 could be replaced by another 

inductor to avoid any lossy component 

except the transistor. b—For Class-C 

operation, the transistor only conducts 

a small amount of time. The output 

signal is reconstructed thanks to the 

output filter.
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Have a look at the Class-B schematic shown 

in Figure 3. If you slightly change the 
transistor’s biasing, it will enable a small 

current to continuously flow through the 

transistors when no input is present. This 

current is not as high as what’s needed for 

a Class-A amplifier. However, this current 

would ensure that there will be a small overall 

current, around zero crossing.

Only one transistor conducts when the 

input signal has a high enough voltage 

(positive or negative), but both will conduct 

around 0 V. Therefore, a Class-AB amplifier’s 

efficiency is better than a Class-A amplifier 

but worse than a Class-B amplifier. Moreover, 

a Class-AB amplifier’s linearity is better than 

a Class-B amplifier but not as good as a 

Class-A amplifier.

These characteristics make Class-AB 

amplifiers a good choice for most low-cost 

designs. Nearly all low-to-medium-range 

audio amplifiers used to be Class AB, at least 

until the proliferation of Class-D amplifiers, as 

I will explain.

CLASS C
Rather that continuing to talk about audio 

amplifier with Class D, I found it more fun to 

follow the alphabet. Now I’ll discuss Class-C 

amplifiers (see Figure 4).
There isn’t any Class-C audio amplifier. 

This class is devoted to RF amplifiers. Why? 

This is because a Class-C amplifier is highly 

nonlinear. How can it be of any use?

An RF signal is composed of a high-

frequency carrier with some modulation. The 

resulting signal is often quite narrow in terms 

of frequency range. Moreover, a large class 

of RF modulations doesn’t modify the carrier 

signal’s amplitude.

For example, with a frequency or a phase 

modulation, the carrier peak-to-peak voltage 

is always stable. In such a case, it is possible 

to use a nonlinear amplifier and a simple 

band-pass filter to recover the signal!

Class-C amplifiers go one step further than 

Class-B amplifiers. With Class A, the transistor 

always conducts; with Class B, it conducts half 

of the time; and with Class C, the transistor 

conducts only a small percentage of the time 

(i.e., when the input voltage is close to its 

peak).

The voltage on the transistor’s collector is 

then sharply dropped one time per period. As 

illustrated, this signal then has high amplitude 

and the same frequency as the input signal. 

However, it is far from a clean sine signal. 

A proper band-pass or low-pass filter can 

recover the desired amplified signal.

As you may imagine, designing a properly 

working Class-C amplifier is a bit more 

complex than designing with Class A, B, or 

AB, but the advantage is efficiency.

A Class-C amplifier can have good efficiency 

as there are no lossy resistors anywhere. 

It goes up to 60% or even 70%, which is 

good for high-frequency designs. Moreover, 

only one transistor is required, which is a 

key cost reduction when using expensive RF 

transistors. So there is a high probability that 

your garage door remote control is equipped 

with a Class-C RF amplifier.

FIGURE 5

a—A Class-D amplifier is a type of 

digital amplifier. b—The comparator’s 

output is a PWM signal, which is 

amplified by a pair of low-loss digital 

switches. All the magic happens in the 

output filter.
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CLASS D
Class D is currently the best solution for 

any low-cost, high-power, low-frequency 

amplifier—particularly for audio applications. 

Figure 5 shows its simple concept.

First, a PWM encoder is used to convert the 

input signal from analog to a one-bit digital 

format. This could be easily accomplished 

with a sawtooth generator and a voltage 

comparator as shown on Figure 5.

This section’s output is a digital signal 

with a duty cycle proportional to the input’s 

voltage. If the input signal comes from a 

digital source (e.g., a CD player, a digital radio, 

a computer audio board, etc.) then there is 

no need to use an analog signal anywhere. 

In that case, the PWM signal can be directly 

generated in the digital domain, avoiding any 

quality loss.

This PWM signal is then amplified. The 

beauty of the Class-D architecture is that 

amplifying a digital signal can be done with 

high efficiency since the transistors are used 

as full on/off switches. Power dissipation only 

occurs during the transitions from one logic 

state to the other and can be minimized if the 

transistors are fast enough.

After this amplifying stage, there is a high 

power signal, but it’s still in a PWM format. 

How can you reconstruct the high-power 

analog output you were looking for? You can 

simply use a low-pass filter! Moreover, if you 

are designing an audio amplifier, then the 

loudspeaker itself could be part of the filter 

(it is an inductor), which reduces the bill of 

material.

As you may have guessed, Class-D 

amplifiers aren’t free from difficulties. First, 

as for any sampling architecture, the PWM 

frequency must be significantly higher than 

the input signal’s highest frequency to avoid 

aliasing. Nyquist sampling theorem says 

twice higher, but this would require a perfect 

brick-wall output filter. To keep the filter cost 

under control, the PWM frequency must be a 

lot higher, usually 10 times higher than the 

input signal frequency.

For a 10-Hz-to-20-kHz audio signal, 

this translates into PWM frequencies in the 

hundreds of kilohertz, (e.g., 200 kHz). Such a 

frequency corresponds to a 5-µs period (i.e., 

1/200,000).

Now assume you want a 16-bit amplitude 

accuracy. This implies the position time 

of each PWM edge must be precise with a 

1/65,536 relative accuracy. Therefore, the 

switching stage’s design must not introduce 

�������������� ���	 
����
���� �� ����������� 
	���
���� �� ���������
FIGURE 6

a—A Class-G amplifier uses two pairs 

of power supply rails. b—One supply 

rail is used when the output signal has 

a low power (blue). The other supply 

rail enters into action for high powers 

(red). Distortion could appear at the 

crossover.

a) b)
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Maxim Integrated’s MAX98090 ultra- 

low-power stereo audio codec is a 

good example of a high-integration 

multi-mode power amplifier. (Content 

courtesy of Maxim Integrated)
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random variations higher than 76 ps (i.e., 5 µs/65,536) 

This is quite low, isn’t it? This explains why building a good 

Class-D amplifier is a little more complex than drafting its 

block diagram.

The second concern with Class-D amplifiers is related 

to electromagnetic compatibility (EMC). Switching power 

signals at high speeds is the best way to generate strong 

electromagnetic fields (EMFs). This is especially true 

when the output is connected to long unshielded wires 

such as the ones between an audio amplifier and the 

loudspeakers.

Class-D amplifier designers must be cautious regarding 

the output low-pass filter’s performance. And they must 

check the compliance to EMC standards as soon as possible 

in the design cycle. 

Class-D amplifiers are now used everywhere, so solutions do 

exist. However, their implementation is not as straightforward 

as it looks. As always, the best solution is to use a pre-

integrated solution (e.g., a Class-D IC from one of the many 

suppliers such as Texas Instruments, Maxim Integrated, and 

Linear Technology). Then you must look at its reference design 

and either carefully reproduce it or understand exactly what 

you are doing before making a modification.

CLASS E AND CLASS F
Remember that Class C is devoted to RF amplifiers, using 

a transistor conducting only during a part of the signal period 

and a filter. Class E is an improvement to this scheme, enabling 

even greater efficiencies up to 80% to 90%. How?

Remember that with a Class-C amplifier, the losses only 

occur in the output transistor. This is because the other parts 

are capacitors and inductors, which theoretically do not 

dissipate any power.

Because power is voltage multiplied by current, the power 

dissipated in the transistor would be null if either the voltage or 

the current was null. This is what Class-E amplifiers try to do: 

ensure that the output transistor never has a simultaneously 

high voltage across its terminals and a high current going 

through it.

This may seem impossible, but remember that an RF 

amplifier is only used for a narrow frequency band around 

the RF carrier frequency. This enables you to use two tricks to 

design a Class-E amplifier.

First, as for Class-D amplifiers, the transistor must be used 

as much as possible as an on/off switching device and not in 

its linear region (as with Class-C amplifiers). This requires a 

proper biasing and a very fast transistor.

Second, a specific tuning of the output impedance-

matching filter could ensure that the voltage across the 

transistor is minimal when the transistor switches from one 

state to the other. Basically the output filter must have the 

proper complex impedance to introduce the required phase 

shift between current and voltage.

Going into further detail would require a full article. If you 

are interested I recommend you read N. O. Sokal’s “Class-E 

RF Power Amplifiers” (QEX magazine, 2001).

I have a final word about Class F. This is an improvement 

to Class E, optimizing the impedance-matching circuits one 

step further to reduce the effects of harmonics and increase 

the efficiency a little more. Similar to  Class E, Class F is only 

suitable for narrow-frequency bands, so it is mainly used for 

RF applications. Find out more at: www.pololu.com
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Small enough for mini-sumo (less than 10 cm × 10 cm)
Individual parts and kit version also available — build your own

     configuration!

Get a little pushy!
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CLASS G AND CLASS H
Class G and Class H are quests for improved 

efficiency over the classic Class-AB amplifier. 
Both work on the power supply section. The 
idea is simple. For high-output power, a high-
voltage power supply is needed. For low-
power, this high voltage implies higher losses 
in the output stage.

What about reducing the supply voltage 
when the required output power is low 
enough? This scheme is clever, especially for 
audio applications. Most of the time, music 
requires only a couple of watts even if far 
more power is needed during the fortissimo. 
I agree this may not be the case for some 
teenagers’ music, but this is the concept.

Class G achieves this improvement by 
using more than one stable power rail, usually 
two. Figure 6 shows you the concept.

As long as the input signal is low enough, 
the amplifier is a classic Class-AB amplifier 
and uses a low-voltage power supply. When 
the signal amplitudes are higher, another 
couple of transistors go into action, supplied 
by a higher voltage power.

The detailed design is more complex, in 
particular to reduce the distortion during 
the transitions between each mode. The two 
power supplies must be generated through 
high-efficiency DC/DC switching converters, 
as you don’t want to reduce the transistors’ 
losses by increasing losses in the power 
supply section.

Class H goes one step further in the same 
spirit. Rather than using two or more power 
supply rails, it uses a continuously variable 
switching DC power supply. The power supply’s 
voltage is dynamically adjusted to whatever is 
required for optimal performances depending 
on the required signal amplitude. This enables 
a better efficiency; however, the power 
supply’s performances are deeply correlated 
to the full amplifier’s performances. 

WRAPPING UP
The list of amplifier classes seems endless. 

While preparing this article, I even found 
some references to a so-called “Class-T” 
audio amplifier. It appears to be a custom 
architecture developed by Tripath Company—
which is now owned by Cirrus Logic—and 
is somewhat close to Class D. Very little 
information is available, but at least you 
known what the “T” stands for.

Amplifier design is an infinite quest for 
the best balance between performances, 
efficiency, and cost. An engineer’s goal is to 
find the best mix.

As an example, Figure 7 shows a block 
diagram of Maxim’s MAX98090 audio 
amplifier chip. In the same piece of silicon, 
there is a stereo audio amplifier that could be 
configured as a 3-W Class-D speaker amplifier, 
as a Class-AB amplifier for line output, and an 
independent ultra-low-power stereo Class-H 
headphone amplifier. This chip also integrates 
some preamplifiers as well as an ADC, a DAC, 
and a DSP, but that’s another story. It’s not 
too bad for less than $3.

I’m sure you will find your way through 
a manufacturer’s website for even more 
impressive silicon, but I would like to wrap 
up this article by clarifying an important 
point. Designing an amplifier isn’t just about 
selecting which class is the best for your 
application. This may be enough for simple 
projects, but as a good engineer, you need 
to check if a more clever approach may be 
appropriate.

Do you want some examples? In the RF 
field, an efficient solution was invented in 
1936 at Bell Labs by William H. Doherty. His 
idea was to associate two amplifiers, one in 
charge of the RF carrier amplification and 
one providing some extra power when the 
input signal is strong. Each section could 
then be independently optimized for best 
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performances (e.g., with a Class-AB amplifier 

for the carrier and a Class-C amplifier for the 

peaks). This so-called “Doherty amplifier” is 

still currently in use.

Here are a couple more audio field 

examples. Yamaha’s “Yamaha Power Amplifier 

White Paper” explains how the company 

merged a Class-AB and a Class-D amplifier 

for best cost/performance ratio. Basically, a 

Class-D amplifier provides a coarse output at 

high efficiency and is improved by a Class-AB 

final stage providing fine-tuning at low loss. 

To me, it seems close to a Class-H amplifier.

In the same spirit, but a more higher-end 

version, look at Devialet’s award-winning 

D-Premier amplifiers. Its patented ADH 

technology (which stands for analog digital 

hybrid) combines a Class-A amplifier used 

as a reference and eight Class-D digital 

amplifiers per channel, achieving a total 

harmonic distortion below 0.001% and an 

amazing 130 dB of signal-to-noise ratio, 

which is more than impressive with 240 W of 

output power!

In such a short article, my goal was 

not to help you to design a amplifier. I just 

wanted to give you some information about 

how to select an adequate topology for your 

application. 

Amplifier classes have been a hot topic 

since the early days of electronics, so there 

are plenty of publications and books on this 

subject. The information available in the 

Resources could be your starting point. 
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I 
like to make or purchase little widgets using 

new technology. I have an initial desire 

to learn about a new device before using it 

in a project. Having a small circuit with an 

interface to the supported synchronous or 

asynchronous serial bus makes it compatible 

with most microcontrollers, so it is easy 

to work with. If you don’t mind spending a 

little time writing some code on any small 

microcontroller-based board you may have 

around, you can exercise the new device.

Sometimes a manufacturer will offer 

a small circuit to demonstrate the new 

technology. Many times this is priced low (at 

cost or even less) because manufacturers 

hope if you play with the circuit, you will 

use it in a future design. As a widget, the 

interface bus enables you to connect it to 

any microcontroller-based board, such as the 

Arduino.

Arduino has library routines that enable 

me to communicate with any serial protocol 

and incorporate an LCD and maybe some 

push buttons. It could be a fun project. It 

would be nice to have this type of tool to use 

on widgets.

Future Technology Devices International 

(FTDI) makes a tool that enables you to use 

an Android device as a user interface to the 

various protocols. You may be familiar with 

FTDI, as it’s been around for more than 20 

years. 

FTDI may be most noted as specialists in 

converting legacy peripherals to USB. Its most 

popular product presents a USB interface 

for direct connection to a microcontroller’s 

TTL UART pins. You can replace what were 

the normal RS-232 converter circuitry and 

a DB9/25 (i.e., legacy serial port) with one 

of these devices and a USB connector, to 

make your microcontroller USB compatible. 

You don’t need to know anything about the 

intricacies of USB. It’s a great idea and it’s 

easy to implement. 

A few years ago, FTDI announced a 

commitment to supporting the Android 

Open Accessories initiative. It wanted to 

enable engineers to make use of tablets and 

smartphones utilizing the Android OS. This 

led to last year’s introduction of the FT311D 

multi-interface Android host IC. This device 

provides an instant bridge from an Android 

USB port(B) to peripheral hardware over 

general-purpose input/output (GPIO), UART, 

PWM, I2C Master, SPI Slave, or SPI Master 

interfaces. Let’s take a look at how FTDI’s 

apps and the FT311D can be used to make a 

worthy addition to your toolbox.

PHOTO 1

I used a couple of DC servomotors to test the PWM functions; 

however, this interface is best for driving LED brightness or as 

motor controller inputs. 

Unleash Your Android 

Device’s Potential
Future Technology Devices International’s new interface chip turns your Android 

device into an effective application tool. The chip can be added to any circuit, 

enabling the Android device to serve as a user I/O device.

By Jeff Bachiochi (USA)

FROM THE BENCH
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TABLE 1

In GPIO mode, any of the seven signals can be an input or output bit. 

Signal 

Name

FT311D Pin 

Number
I/O Type Description

GPIO(0) 23 IO GPIO data bit 0, bidirectional

GPIO(1) 24 IO GPIO data bit 1, bidirectional

GPIO(2) 25 IO GPIO data bit 2, bidirectional

GPIO(3) 26 IO GPIO data bit 3, bidirectional

GPIO(4) 29 IO GPIO data bit 4, bidirectional

GPIO(5) 30 IO GPIO data bit 5, bidirectional

GPIO(6) 31 IO GPIO data bit 6, bidirectional

Command Byte 1 Byte 2 Byte 3 Byte 4

ConfigPort 0x11 0x00

Bits set to 1 

are considered 

outputs

Bits set to 1 

are considered 

inputs

ReadPort 0x12 GPIO Status 0x00 0x00

WritePort 0x13 GPIO Data 0x00 0x00

ResetPort 0x14 0x00 0x00 0x00

TABLE 2

This is the command byte structure of the available GPIO commands.

Signal 

Name
FT311D Pin Number I/O Type Description

PWM(0) 23 O PWM Channel 0

PWM(1) 24 O PWM Channel 1

PWM(2) 25 O PWM Channel 2

PWM(3) 26 O PWM Channel 3

TABLE 3

In PWM mode, four signals can produce a PWM output.

Command Byte 1 Byte 2 Byte 3 Byte 4

SetPeriod 0x21 0x00 0x00

Period in 

milliseconds 

for all channels 

(1–255)

SetDutyCycle 0x22 PWM Channel 0x00
Percent ON 

(5–95)

Reset 0x23 0x00 0x00 0x00

TABLE 4

This is the command byte structure of the available PWM commands.

USB ANDROID HOST IC
The FT311D is a full-speed USB host 

targeted at providing access to peripheral 

hardware from a USB port on an Android 

device. While an Android device can be a USB 

host, many are mobile devices with limited 

power. For now, these On-The-Go (OTG) ports 

will be USB devices only (i.e., they can only 

connect to a USB host as a USB device).

Since the USB host is responsible for 

supplying power to a USB peripheral device, it 

would be bad design practice to enable a USB 

peripheral to drain an Android mobile device’s 

energy. Consequently, the FT311D takes on 

the task of USB host, eliminating any draw on 

the Android device’s battery.

All Android devices from V3.1 (Honeycomb) 

support the Android Open Accessory Mode 

(AOAM). The AOAM is the complete reverse of 

the conventional USB interconnect. This game-

changing approach to attaching peripherals 

enables three key advantages. First, there 

is no need to develop special drivers for the 

hardware; second, it is unnecessary to root 

devices to alter permissions for loading drivers; 

and third, the peripheral provides the power to 

use the port, which ensures the mobile device 

battery is not quickly drained by the external 

hardware being attached.

Since the FT311D handles the entire 

USB host protocol, USB-specific firmware 

programming isn’t required. As the host, the 

FT311D must inquire whether the connected 

device supports the AOAM. If so, it will operate 

as an Open Accessory Mode device with one 

USB BULK IN endpoint and one USB BULK OUT 

endpoint (as well as the control endpoint.) This 

interface will be a full-speed (12-Mbps) USB 

enabling data transfer in and out.

The AOAM USB host has a set of string 

descriptors the Android OS is capable of 

reading. These strings are (user) associated 

with an Android OS application. The Android 

then uses these strings to automatically 

start the application when the hardware is 

connected. The FT311D is configured for one 

of its multiple interfaces via configuration 

inputs at power-up. Each configuration will 

supply the Android device with a unique set of 

string descriptors, therefore enabling different 

applications to run, depending on its setup.

The FT311D’s configuration determines 

whether each application will have access to 

several user interface APIs that are specific to 

each configuration. Next, let’s take a look at 

these interfaces in detail. 

HOST INTERFACES
The GPIO interface consists of seven signals 

the user can control (see Table 1). There are 

four GPIO commands; each uses  a four-byte 

command format: ConfigPort, ReadPort, 

WritePort, and ResetPort (see Table 2). 

ConfigPort enables the application to define 

each GPIO bit’s function. ReadPort is sent 

to the application any time an input changes 

state on the interface. WritePort enables 

the application to change any output bit 

on the interface. Should the GPIO interface 

need to be reset and configured as all inputs, 
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the application may use the ResetPort 

command.

The PWM interface consists of four 

PWM output signals, which have period and 

duty cycle parameters (see Table 3). There 

are three PWM commands; each uses a 

four-byte command format: SetPeriod, 

SetDutyCycle, and Reset (see Table 4). 

SetPeriod enables the application to define 

each GPIO bit’s function. SetDutyCycle 

is sent to the application any time an input 

changes state on the interface. Should 

the GPIO interface need to be reset and 

configured as all inputs, the application may 

use the Reset command.

The I2C interface uses two signals, clock 

and data (see Table 5). There are four I2C 

commands; each uses a multi-byte command 

format: SetFrequency, WritePort, 

ReadPort, and Reset (see Table 6). The 

application used SetFrequency to define 

the I2C clock output’s byte timing. WritePort

enables the application to write a number of 

data bytes to the I2C Slave device. Note the 

WritePort command is also returned to 

inform the application of the data transfer’s 

success. ReadPort enables the application to 

request a number of data bytes from the I2C 

Slave device. Note the ReadPort command 

is also returned to inform the application of 

the data transfer’s success and to pass the 

data back to the application. Should the I2C 

interface need to be reset and configured as 

all inputs, the application may use the Reset 

command.

The UART interface consists of five signals 

(see Table 7). Here there is just one command, 

SetConfig, which uses an eight-byte 

command format (see Table 8). SetConfig 

enables the application to define the UART’s 

configuration and must be sent before any 

data is transferred. Once configured, the 

application is free to send and/or receive 

blocks of up to 256 bytes of data. For light 

loads, handshaking unnecessary. To move a 

large amount of data, the RTS and CTS lines 

should be used.

The last two interfaces are SPI Master and 

SPI Slave. While the interfaces use the same 

four signals, they are configured differently 

depending on whether you want to emulate a 

master or a slave device. Table 9 shows how 

Signal Name FT311D Pin Number I/O Type Description

I2C_CLK 23 O I2C Clock

I2C_Data 24 IO I2C Data

TABLE 5

Two signals are used in I2C mode.

Command Byte 1 Byte 2 Byte 3 Byte 4 Byte N

SetFrequency 0x31

Frequency in 

kilohertz (23, 

44, 60 and 92)

0x00 0x00 0x00

WriteData 0x32 7-bit address Options N Data bytes (up to 253)

WriteData 0x32 7-bit address Status N

ReadData 0x33 7-bit address Options N

ReadData 0x33 7-bit address Status N Data bytes (up to 253)

Reset 0x34 0x00 0x00 0x00 0x00

TABLE 6

This is the command byte structure of 

the available I2C commands.

Signal Name FT311D Pin Number I/O Type Description

UART_TXD 23 O Data transmitter

UART_RXD 24 I Data receiver

UART_RTS# 25 O Ready to send (handshake)

UART_CTS# 26 I Clear to send (handshake)

UART_TX_ACTIVE 29 O TX Enable (RS-485)

TABLE 7

Five signals are used in UART mode. 

Command Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 Byte 7 Byte 8

SetConfig Baud rate, in little-Endian format
Data bits 

(7 or 8)

Stop bits 

(1 or 2)

Parity (0 = N, 

1 = O, 2 = E, 

3 = M, 4 = S)

Flow control 

(0 = N, 1 = 

RTS/CTS)

SendData N (1–256) bytes of data 

ReadData N (1–256) bytes of data 

TABLE 8

This is the command byte structure of 

the available UART commands.
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the signals are defined in the Slave mode. There are four SPI Slave commands; 

each uses a multibyte command format: SetConfig, SendData, ReadData, 

and Reset (see Table 10). This SPI Slave device has an array of up to 256 data 

bytes that can be read or written by a master on the bus. SetConfig enables the 

application to define the SPI Slave peripheral’s configuration. SendData enables 

the application to write data into the array on the Slave interface. Note, if the 

SendData command is executed, the two-byte SendData command is sent back 

to the application as verification. ReadData enables the application to retrieve 

data from the array on the Slave interface. Should the GPIO interface need to be 

reset and configured as all inputs, the application may use the Reset command.

Table 11 shows how the signals are defined in the Master mode. There are 

four SPI Slave commands; each uses a multibyte command format: SetConfig, 

SendData, ReadData, and Reset (see Table 12). This SPI Master device can 

send or retrieve up to 255 data bytes from a Slave device on the bus. An array of 

this data is held in the application. SetConfig enables the application to define 

the SPI Master peripheral’s configuration. SendData enables the application to 

write N data bytes from an array to a Slave interface. Note once the SendData 

command is executed, a SendData command is returned with the number of 

bytes actually received. ReadData enables the application to retrieve N data bytes 

from a Slave interface. Should the GPIO interface need to be reset and configured 

as all inputs, the application may use the Reset command.

Each interface’s format has its own quirks, but is kept as simple as possible. 

I won’t discuss writing applications because FTDI has demo applications for each 

interface (see Resources). Since you only need rudimentary functions to enable 

you to exercise the FT311D, you can use these applications directly in support of 

Signal 

Name

FT311D Pin 

Number
I/O Type Description

SPI_S-SS# 26 I SPI Select input

SPI_S_CLK 29 I SPI Clock input

SPI_S_MOSI 30 I SPI Slave data input

SPI_S_MISO 31 O SPI Slave data output

Command Byte 1 Byte 2 Byte 3

SetConfig 0x51 Mode (0–3)
Bit0 = 0 (MSB first) Bit0 = 

1 (LSB first)

SendData 0x52
Send N bytes of 

data (1–255)

SendData 0x52 N bytes sent

ReadData 0x53
Retrieve N bytes of 

data (1–255)

Reset 0x54  

TABLE 10

This is the command byte structure of the available SPI Slave commands.

Signal 

Name

FT311D Pin 

Number
I/O Type Description

SPI_M_SS# 26 O SPI Select output

SPI_M_CLK 29 O SPI Clock output

SPI_M_MOSI 30 O SPI Master data output

SPI_M_MISO 31 I SPI Master data input

TABLE 11

Four signals comprise the interface in SPI Master mode.

TABLE 9

In SPI Slave mode, four signals comprise the interface. 
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this tool, which will enable you to investigate 
new technologies that come with one of these 
simple interfaces. Let’s look at the circuit 
required for this project.

PROJECT HARDWARE
A USB host must supply 5 V to the Android 

device. While the FT311D runs on 3.3 V, it 
does have 5-V tolerant inputs. I started with a 
2.1-mm power jack suitable for most 5-V wall 
warts. A 78L33 regulator will supply 100 mA; 
however, the FT311D’s required operating 
current is only 25 mA. Two LEDs are used for 
status. LED1 is steadily illuminated when the 
USB is connected and functional. If connected 
but nonfunctional, it will blink an error 
code. LED2 indicates the circuit is powered. 
An external 12-MHz crystal or resonator is 
required. This feeds an internal PLL to enable 
internal execution at 48 MHz (which is needed 
for USB 2.0).

Figure 1 shows the circuit diagram. Three 
internally pulled-up configuration inputs 
enable selection of one of six operation 
modes. The input leaves various combinations 

of these pins open or applies a jumper to 
short the pins to ground. Finally, a single-
keyed connector provides access to all bus 
signals plus 5 V, 3V3, and ground. If you want 
to use this tool with an external circuit that 
already has 5 V, you may power it from that 
circuit through this 10-pin connector.

I found some slick-looking enclosures 
(blue translucent) that are small and 
inexpensive (less than $3) for this circuit. A 
nice enclosure always legitimizes a project, 
giving it a finished appearance. Labeling 
identifies the jumper configurations and the 
signal connections. 

PWM DEMO
Now I’ll discuss the PWM outputs and drive 

RC servomotors. Each servomotor requires a 
1-ms pulse to send the arm, wheel, or horn to 
the right stop. A 1.5-ms pulse centers it and 
2-ms pulse sends it to the left stop. Repeating 
this pulse takes approximately 40 ms. This 
delay is not as critical as the other parts of 
the timing signal. It is essentially the dead 
time between control signals. If you repeat 

FIGURE 1

The Future Technology Devices 

International FT311D IC is available in 

32-pin LQFP and QFN packages. You 

can use a small-tip iron (and a little 

magnification) to hand solder the LQFP 

version. I used through-hole peripheral 

components for the remainder of 

the parts. A keyed 10-pin connector 

ensures there aren’t any connection 

errors.

Command Byte 1 Byte 2 Byte 3 Bytes 4–7

SetConfig 0x61 Mode (0–3)
Bit0 = 0 (MSB first) 

Bit0 = 1 (LSB first)

ClockSpeed, in little-Endian 

format (up to 24 MHz)

SendData 0x62 Send N bytes of data (1–255)

SendData 0x62 N bytes of data sent 

ReadData 0x63 Retrieve N bytes of data (1–255)

ReadData 0x63 N bytes of data retrieved 

Reset 0x64  

TABLE 12

This is the command byte structure of 

the available SPI Master commands.
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the control pulse too quickly (i.e., 10 ms) the 

servomotor will buzz and jitter. If you repeat 

the control signals too slowly (i.e., 70 ms) the 

servomotor will shut off between signals and 

its position will not remain constant.

With the Servo app, the repetition rate can 

be controlled for all PWM outputs between 1 

and 250 ms (see Photo 1). Each pulse output 

is 5% to 95% of the repetition rate. This is 

a problem for servomotors. If you wanted 

to set a minimum 1-ms pulse, you’d need 

a 20-ms repetition rate so that 5% would 

equal 1 ms (20 ms × 0.05 ms). At 95%, the 

pulse would be 10 ms (no more than 2 ms is 

needed). So you will need to limit the pulse to 

10% or use a lower repetition rate. I found 

that a 4-ms repetition rate worked well with 

my servomotors without an annoying buzz. 

However, the PWM API is not designed to run 

servomotors. 

The outputs can source (or sink) up to 

8 mA to control LED brightness or motor 

speed. Many motor drivers operate with 

PWM inputs such as the old favorite Texas 

Instruments (TI) L923D quadruple half-H 

drivers or TI’s newer DRV8835. Two modes 

can often be used with these drivers: the 

PWM and direction control and the PWM 

and enable control. The first uses the 

PWM to determine the 0% to 100% speed. 

The direction control selects the motor’s 

direction. The second arrangement uses the 

PWM to determine speed and direction with 

50% = OFF. The speed increases in opposite 

directions depending on whether the PWM is 

less than or greater than 50% (0% = full ON 

reverse and 100% = full ON forward).

I2C DEMO
The serial communication protocols are 

the most widely used in the industry, as 

they require a low number of I/O lines. On 

the synchronous side (i.e., those providing a 

clock), the I2C uses only two signals, clock and 

data. The open collector bus style enables any 

connected device to pull either bus line low. 

While this can hang communications, when 

properly used it enables a slow peripheral to 

halt further clocking until it becomes ready 

to respond.

The Bus Master supplies the clock to other 

devices. The data line can change only while 

the clock line is low. The data line changing 

while the clock line is high indicates a 

formatted transmission’s beginning (start bit) 

or end (stop bit).

The format consists of multiple 9-bit 

transmissions with the first 8 bits indicating 

a desired device’s 7-bit address and a bit 

indicating whether the transmission wants to 

read or write to a device. The ninth bit is an 

opportunity for the addressed device to say, 

“Got it, continue.” Additional bytes contain 

8-bit data.

Each device has its own factory set 

address (or address range). Data bytes will be 

read from or written to the device’s registers, 

always starting with the first register. Many 

devices use a register pointer to select one of 

these registers, which eliminates unnecessary 

data transfers. In this case, the first data byte 

written will change this pointer. The next data 

bytes read (or written) will go the pointed to 

register. This pointer is auto-incrementing. 

Photo 2 shows the demo, which enables 

the user to set the I2C clock’s frequency value. 

I’ve attached a past project that exposes the 

compass chip’s Honeywell HMC5843 I2C bus. 

This device uses a register pointer with 13 

registers. Field strength measurements of the 

X, Y, and Z axes are available in a 12-bit signed 

format. When using a registered device, the 

first data byte written goes to the pointer 

register. Reads must be preceded by a write 

(to properly set the pointer). The number of 

actual data bytes written will be N-1 (as the 

pointer is written using 

the first byte).

SPI MASTER DEMO
SPI adds an extra 

data line to an I2C bus’s 

clock and data lines. 

With two data lines, the 

data direction is fixed on 

each. This enables data 

to simultaneously move in 

both directions (potentially 

twice as fast as I2C). Using 

fixed data directions also 

enables the bus to be TTL-

compatible (as opposed 

to open-collector). Since 

PHOTO 2

I used a Honeywell HMC5843 digital 

compass IC for the demo. Three-axis 

magnetic measurements are available 

as signed integers. 

PHOTO 3

I used the SPI Master demo to read 

key presses and set LED states on this 

SPI slave 16-key touch panel.
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SPI devices don’t have fixed addresses, a chip 

select (separate enable) is required for each 

slave device to exist on the same bus.

There is no standard SPI format. 

Therefore it is necessary to know the format 

of the device with which you are working. 

SPI devices pass information in some fixed-

bit packet, usually some factor of 8 (since 

the hardware is an 8-bit shift register). For 

instance, using an 8-bit format, the first byte 

sent may be a command with 1-bit R/W + 

7-bit pointer format. A 0x00 may mean set 

the pointer to b’0000000’ and set up to write 

any following bytes. A 0x80 may mean set the 

pointer to b’0000000’ and set up to read any 

additional bytes.

Note that while this byte is being clocked 

into the Slave device, the Slave device is 

clocking something out to the Master. Since 

a Slave device can’t determine how to answer 

a question before is was asked, this byte is 

useless (although it may actually hold data 

from the last request’s next register). Unlike 

I2C, a Slave device cannot hold the clock line 

low, requesting a wait while it prepares to 

reply to the command with the right data, so 

a dummy byte is often added to the format to 

give the Slave device some processing time. 

This means when the command is to read 

data, dummy data bytes are received while 

the complete command (and dummy byte are 

sent), then additional dummy bytes are sent 

to enable the data bytes you want to receive 

to be clocked out.

A SPI touch keypad is attached as a Slave 

device to the SPI Master application (see 

Photo 3). This keypad has four commands: 

read LED status, read keypad status, read 

keypad key, and write LED state. All read 

commands are three bytes: the command, a 

dummy byte (to give the Slave device time to 

prepare a reply), and a dummy byte to clock 

in the (one-byte) reply. The write command 

is two bytes: the command and the data byte 

(no data needs be read back).

UART DEMO
The UART demo is probably the easiest 

mode to use. Like the I2C mode, it requires 

just two lines: TX and RX. These are TTL-

level signals, not the inverted RS-232 levels 

associated with an asynchronous serial port 

link. This means all data idles at logic 1. 

Asynchronous means the clock is not 

transmitted along with the data. While the 

format must be predetermined, each 10-bit 

packet’s starting edge is used to sync the data 

with the predetermined clock. The packet 

format consists of a start bit + the number 

of data bits + any parity bit + the number of 

stop bits (that’s 10 bits using the 8-none-1-bit 

format). The clock speed or baud rate has a 

broad number of standard speeds.

Photo 4 shows how I attached a current 

probe project to the UART application. This 

circuit continually measures the current 

that passes through an attached probe. All 

commands and replies for this project are in 

ASCII-formatted text. Three commands are 

used: RC (read current), RP (read probe type), 

and WP = (value) (write probe type). RC returns 

the present measured value in milliamperes 

as C = (value) mA. RP returns P = (value). The 

write probe type command also returns P = 

(value). The probe type is the maximum amps 

for which the probe is designed and changes 

the measurement values’ scaling.

TIED DOWN OR UNLIMITED 
POTENTIAL RELEASED?

Multimeters are great tools. They have 

portability that enables them to be brought 

to wherever a measurement must be made. 

An Android device has this same ability. Since 

applications can be written for these devices, 

Photo 4

Many of my projects use printable 

ASCII text commands and replies. 

This enables a serial terminal to 

become a handy user I/O device. 

This current probe circuit outputs its 

measurements in ASCII-printable text. 

circuitcellar.com/ccmaterials

RESOURCES

Arduino, http://arduino.cc.

Future Technology Devices 

International, Ltd., “FT31xD 

Demo APK User Guide,” Appli-

cation Note 208, 2013.

———, “Software Application Development 

FT31xD Android Programmers Guide,” Applica-

tion Note FT_000532, 2013.

SOURCES

FT311D USB Android host IC

Future Technology Devices International, Ltd. | 

www.ftdichip.com

HMC5843 Digital compass IC

Honeywell International, Inc. | 

www.honeywell.com

L923D Quadruple half-H driver and DRV8835 

motor driver

Texas Instruments, Inc. | www.ti.com
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they make a great portable application tool. 

Until the AOAM’s release, there was no way 

for these devices to be connected to any 

external circuitry and used as effective tool.

I think FTDI has bridged this gap nicely. 

It provided a great interface chip that can 

be added to any circuit that will enable an 

Android device to serve as an effective user 

I/O device. I’ve used the chip to quickly 

interface with some technology to discover 

its potential or just test its abilities. But I’m 

sure you are already thinking about the other 

potential uses for this connection.

One note about the demos provided. 

Other than the GPIO and PWM demos, all 

data is displayed as ASCII text. For anyone 

who works with data, you know that you 

must work in a format in which all values 

can be entered and displayed, and this is not 

printable ASCII text. The demo apps released 

by FTDI only allow ASCII characters, which 

severely limits their usefulness. I know the 

source code is available for every demo and 

I can make improvements and recompile, but 

I had to wonder. When I asked FTDI about 

this, the company responded with: “No one 

has ever asked for that. I’ll put in a request.” 

Please note this isn’t a device issue, but 

merely a shortsighted design issue of the 

demo applications.

I have a final comment about Android 

applications in general. If you think the AOAM 

has future potential, but you want to know 

what’s involved with writing Android 

applications for a specific purpose, send me 

an e-mail and I’ll add this to my list of future 

projects! 

Author’s Note: As of this printing, FTDI has 

released all of the demos, providing users with 

a choice of ASCII, Hex, or Decimal characters 

for entry/display. Now that is quick customer 

service!

ABOUT THE AUTHOR

Jeff Bachiochi (pronounced BAH-key-AH-key) has been writing for Circuit Cellar since 1988. His 

background includes product design and manufacturing. You can reach him at jeff.bachiochi@

imaginethatnow.com or at www.imaginethatnow.com.
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ACROSS
2. Temperature restrictions for laser cooling 

techniques [two words]

4. This signal sees the world through rose-colored 

glasses [two words]

5. k or kB [two words]

7. A half adder is made of an AND gate and one of 

these [two words]

14. Symbolized by “Np”

15. Two tunnel diodes used in high-speed gate 

circuits [two words]

17. Unidirectional antenna

18. Used as a light source in a cathode ray tube

19. All materials show this, but certain liquids 

display it more strongly than others [two words]

CROSSWORD 
Editor’s Note: The incorrect clues were published in Circuit Cellar’s November 2013 issue, so last month’s puzzle is being reprinted here with 

the correct clues. The answers will be available in the next issue and are posted at circuitcellar.com/crossword

DECEMBER 2013

1 2 3

4

5

6 7 8 9

10

11 12

13 14

15 16

17

18

19

DOWN
1. This type generates sine waves [three words]

3. These digital circuits are built with several collector BJTs [three 

words]

6. Their electronic properties can be metallic or semiconducting 

[two words]

8. Uses diodes and transistors’ logarithmic properties to compensate 

for nonlinearities and instabilities [two words]

9. Can be implied by the instruction’s function [two words]

10. Used to measure a signal’s standards

11. Semiconductor network sealed in a thin rectangular package

12. Process that limits peak signals [two words]

13. Condenses or enlarges an electric signal’s dynamic range

15. Device under development by search engine giant

16. A very small robot
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ANSWER 1
The first function, test_pressure(), 

converts the ADC reading to engineering units 

before making the threshold comparison. This is a 

direct, obvious way to implement such a function.

The second function, test_pressure2(), 

converts the threshold value to an equivalent 

ADC reading, so that the two can be compared 

directly.

The key difference is in performance. The 

first function requires that arithmetic be 

done on each reading before making the 

comparison. However, the calculations in 

the second function can all be performed at 

compile time, which means that the only run-

time operation is the comparison itself.

ANSWER 2
First of all, note that there are really only 

four inputs and three unique outputs for this 

function, since input E is always 1 and outputs 

GHI are always 0. The only real outputs are F, 

plus the groups JK and LM.

Since the other 27 input combinations 

haven’t been specified, we can take the output 

values associated with all of them as “don’t 

care.”

TEST YOUR EQ 
Contributed by David Tweed

What’s your EQ? The answers are posted at 
circuitcellar.com/eq. You can contact the 
quizmasters at eq@circuitcellar.com.

The output F is simply the 

inversion of input C. The output JK is 

high only when A is high or D is low. 

The output LM is high except when B 

is low and C is high. Therefore, the 

entire function can be realized with 

a total of five gates (see Figure 1).

ANSWER 3
The original 10-Mbps Ethernet 

standard was jointly developed 

by Digital Equipment Corp. (DEC), 

Intel, and Xerox. It was released in 

November 1980, and was commonly 

referred to as “DIX Ethernet.”

ANSWER 4
The multiple access with collision 

detection protocol that Ethernet 

uses was based on a radio protocol 

developed at the University of 

Hawaii. It was known as the “ALOHA 

protocol.”

FIGURE 1

How many NAND gates would it take 

to implement Problem 2’s transition 

table?
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CC SHOP

 1  CC GOLD

It’s the ultimate archive for all things 

Circuit Cellar: project articles, tutorials, 

source code, project files, and more! 

The USB includes every Circuit Cellar 

issue in PDF format and article code 

from the beginning through your date 

of purchase. Keep your CC Gold archive 

up to date with a Circuit Cellar digital 

subscription. The archive is loaded with 

everything you need to know about: 

embedded applications and develop-

ment, signal processing, wireless com-

munications, programmable logic, em-

bedded programming, measurement 

and sensors, analog techniques, data 

acquisition, Internet and connectivity, 

communications, robotics, graphics 

and video, and more.

Item #: CCGOLD • $250

 2  CC 2012 ARCHIVE CD

A top-selling item, the CC 2012 Ar-

chive CD puts an entire year of embed-

ded design solutions at your fingertips. 

With quick links to the all projects, 

source code, and schematics, CC ar-

chive CDs will become a staple in your 

prototyping artillery. Articles cover 

everything from energy-harvesting 

applications and environmental data 

logger construction, to developments 

in microelectromechanical systems and 

Arduino survival guides. The content 

on these CDs will help you master the 

evolving world of embedded design and 

development.

Item #: CD-017-CC2012

$34

 3  EMBEDDED LINUX BOARD

Linux is available on many devices, 

but the OS’s complexity and high de-

velopment costs can be challenging at 

times. Not the case with this board! The 

beginner’s course that accompanies this 

development board makes it an ideal kit 

for Linux experts and enthusiasts alike. 

Features include a two-layer board 

with readily available components, 

compatibility with standard debugging 

and programming software, 180 MHz, 

32-MB RAM, and 64-MB swap. 

Item #: EPS-ELNL-120026-91

$93

 4  ASSEMBLY LANGUAGE 
ESSENTIALS

Looking to brush up your program-

ming skills? Get back to to the basics 

with this matter-of-fact guide to As-

sembly language. Perfect for advanc-

ing students and academics, this book 

introduces you to a processor’s most 

fundamental programming language. 

It includes essential terminology per-

taining to higher-level programming, 

important algorithms that can be built 

into high-level language, a free down-

loadable Assembler program, and 

much more. 

Author: Larry Cicchinelli

Item #: CC-BK-9780963013323

$47.50

A Guide to Powerful Programming 
for Embedded Systems

Assembly
Language
Essentials

Larry Cicchinelli

1

2

3 4

Shop and save at www.cc-webshop.com
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 5  CC CLOUD TAG T-SHIRT

For a limited time, you can have 

an exclusive Circuit Cellar Tag Cloud 

T-shirt. Designed for electronics en-

gineers, the T-shirt features “Circuit 

Cellar” on the front and an embedded 

electronics tag cloud on the back. It 

is 100% loose-fit cotton and currently 

available in large and extra-large sizes.  

Item #: CC-SHIRT-001
$20

 6  EAGLE V6 GETTING 
STARTED GUIDE

EAGLE is a user-friendly, powerful, 

and affordable software package for 

efficient PCB design. It can be used on 

most main computing platforms in-

cluding: Microsoft Windows (XP, Vista, 

or Windows 7); Linux (based on ker-

nel 2.6 or above), and Apple Mac OS X 

(Version 10.6 or higher). This book will 

benefit novices and professionals who 

are eager to learn about EAGLE or may 

be migrating from another CAD pack-

age. From schematic and layout editing 

tools to project completion, EAGLE V6 

will help you achieve your PCB fabrica-

tion goals. 

Item #: BK-ELNL-978-1-907920-20-2   
$47.6

 7  TAPIR

The TAPIR—which stands for Totally 

Archaic but Practical Interceptor of Ra-

diation—is a fun and expensive kit that 

detects frequency levels in electronic 

devices. Once assembled, connect the 

headphones and antenna and switch it 

on. Move the TAPIR around any elec-

trical device and you’ll hear different 

noises, depending on the emitted field’s 

type and frequency.

Item #: EPS-ELNL-120354-71
$21

 8  ADUC841 
MICROCONTROLLER DESIGN 
MANUAL

This manual presents a compre-

hensive guide to designing and 

programming with the Analog Devices. 

ADuC841 microcontroller and other 

microcontrollers in the 8051 family. It 

includes a set of introductory labs that 

detail how to use these microcontrollers’ 

most standard features, and includes 

a set of more advanced labs, many of 

which make use of features available 

only on the ADuC841 microcontroller. 

The more advanced labs include several 

projects that introduce you to ADCs, 

DACs, and their applications. Other 

projects demonstrate some of the many 

ways you can use a microcontroller 

to solve practical problems. The Keil 

µVision4 IDE is introduced early on, 

and it is used throughout the book. 

This book is perfect for a university 

classroom setting or for independent 

study. 

Author: Shlomo Engelberg
Item #: CC-BK-9780963013347
$35

5

6

8

Further information and ordering

www.cc-webshop.com

CONTACT US: 

Circuit Cellar, Inc.

111 Founders Plaza, Suite 300

East Hartford, CT 06108

USA

Phone: 860.289.0800

Fax: 860.461.0450

E-mail: custservice@circuitcellar.com 

7
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For my entire life, my mother has been 
a technology trainer for various educational 
institutions, so it’s probably no surprise that 
I ended up as an engineer with a passion 
for STEM education. When I heard about the 
Raspberry Pi, a diminutive $25 computer, my 
thoughts immediately turned to creating low-
cost mobile computing labs. These labs could 
be easily and quickly loaded with a variety 
of programming environments, 
walking students through a step-
by-step curriculum to teach them 
about computer hardware and 
software.

However, my time in the robotics 
field has made me realize that this 
endeavor could be so much more 
than a traditional computer lab. 
By adding actuators and sensors, 
these low-cost SBCs could become 
fully fledged robotic platforms. 
Leveraging the common I2C protocol, adding 
chains of these sensors would be incredibly 
easy. The SBCs could even be paired with 
microcontrollers to add more functionality and 
introduce students to embedded design.

There are many ways to introduce students 
to programming robot-computers, but I believe 
that a web-based interface is ideal. By setting 
up each computer as a web server, students 
can easily access the interface for their 
robot directly though the computer itself, or 
remotely from any web-enabled device (e.g., a 
smartphone or tablet). Through a web browser, 
these devices provide a uniform interface for 
remote control and even programming robotic 

platforms.
A server-side language (e.g., Python or PHP) 

can handle direct serial/I2C communications 
with actuators and sensors. It can also wrap 
more complicated robotic concepts into easily 
accessible functions. For example, the server-
side language could handle PID and odometry 
control for a small rover, then provide the user 
functions such as “right, “left,“ and “forward“ 
to move the robot. These functions could be 
accessed through an AJAX interface directly 
controlled through a web browser, enabling 
the robot to perform simple tasks.

This web-based approach is great for an 
educational environment, as students can 
systematically pull back programming layers 
to learn more. Beginning students would be 
able to string preprogrammed movements 
together to make the robot perform simple 
tasks. Each movement could then be dissected 
into more basic commands, teaching students 
how to make their own movements by 
combining, rearranging, and altering these 
commands. 

By adding more complex commands, 
students can even introduce 
autonomous behaviors into their 
robotic platforms. Eventually, 
students can be given access to 
the HTML user interfaces and begin 
to alter and customize the user 
interface. This small superficial 
step can give students insight into 
what they can do, spurring them 
ahead into the next phase.

Students can start as end users 
of this robotic framework, but can 

eventually graduate to become its developers. 
By mapping different commands to different 
functions in the server side code, students can 
begin to understand the links between the web 
interface and the code that runs it. 

Students will delve deeper into the server-
side code, eventually directly controlling 
actuators and sensors. Once students begin 
to understand the electronics at a much more 
basic level, they will be able to improve this 
robotic infrastructure by adding more features 
and languages. While the Raspberry Pi is one 
of today’s more popular SBCs, a variety of 
SBCs (e.g., the BeagleBone and the pcDuino) 
lend themselves nicely to building educational 
robotic platforms. As the cost of these 
platforms decreases, it becomes even more 
feasible for advanced students to recreate the 
experience on many platforms.

We’re already seeing web-based interfaces 
(e.g., ArduinoPi and WebIOPi) lay down the 
beginnings of a web-based framework to 
interact with hardware on SBCs. As these 
frameworks evolve, and as the costs of 
hardware drops even further, I’m confident 
we’ll see educational robotic platforms built by 
the open-source community. 

Kyle Granat is a hardware 
engineer at Trossen Robotics, 
headquarted in Downers Grove, 
IL. Kyle graduated from Purdue 
University with a degree in 
Computer Engineering. Kyle, who 
lives in Valparaiso, IN, specializes 
in embedded system design and 
is dedicated to STEM education.

Can anyone deny that we’re on the verge of  major breakthroughs 

in the fields of embedded development, microcomputing, 

wireless communications, and robot design? Tech the Future is 

a section devoted to the ideas and stories of innovators who are 

developing the groundbreaking technologies of tomorrow.

Low-Cost SBCs 

Could Revolutionize 

Robotics Education
By Kyle Granat

 

 

  
To see a video of a 
web-based interface, 
go to circuitcellar.
com/ccmaterials

A Raspberry Pi controls this 
robotic rover.






